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## FOREWORD TO THE ENGLISH EDITION

It is an unusual pleasure to present Professor Heisenberg's Chicago lectures on "The Physical Principles of the Quantum Theory" to a wider audience than could attend them when they were originally delivered Professor Heisenberg's leading place in the development of the new quantum mechanics is well recognized by those who have been following its growth. It was in fact he who first saw clearly that in the older forms of quantum theory we were describing our spectra in terms of atomic mechanisms regarding which we could gain no definite knowledge, and who first found a way to interpret (or at least describe) spectroscopic phenomena without assuming the existence of such atomic mechanisms. Likewise, "the uncertainty principle" has become a household phrase throughout our universities, and it is especially fortunate to have this opportunity of learning its significance from one who is responsible for its formulation.

The power of the new quantum mechanics in giving us a better understanding of events on an atomic scale is becoming increasingly evident. The structure of the helium atom, the existence of half-quantum numbers in band spectra, the continuous spatial distribution of photo-electrons, and the phenomenon of radioactive disintegration, to mention only a few examples, are achievements of the new theory which had baffled the old. While the writing of this chapter of the history of physics is

## PREFACE

placed on the complete equivalence of the corpuscular and wave concepts, which is clearly reflected in the newer formulations of the mathematical theory. This symmetry of the book with respect to the words "particle" and "wave" shows that nothing is gained by discussing fundamental problems (such as causality) in terms of one rather than the other. I have also attempted to make the distinction between waves in space-time and the Schrodinger waves in configuration space as clear as possible.

On the whole the book contains nothing that is not to be found in previous publications, particularly in the investigations of Bohr. The purpose of the book seems to me to be fulfilled if it contributes somewhat to the diffusion of that "Kopenhagener Geist der Quantentheorie," if I may so express myself, which has directed the entire development of modern atomic physics.

My thanks are due in the first place to Drs. C. Eckart and F. Hoyt, of the University of Chicago, who have taken on themselves not only the labor of preparing the English translation, but have also contributed essentially to the improvement of the book by working over several sections and giving me the benefit of their advice. I am also indebted to Dr. G. Beck for reading proof of the German edition and for valuable assistance in the preparation of the manuscript.

W. Heisenberg

## Leipzig

March 3, 1930
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## CHAPTER I

## INTRODUCTORY

## § I. THEORY AND EXPERIMENT

The experiments of physics and their results can be described in the language of daily life. Thus if the physicist did not demand a theory to explain his results and could be content, say, with a description of the lines appearing on photographic plates, everything would be simple and there would be no need of an epistemological discussion. Difficulties arise only in the attempt to classify and synthesize the results, to establish the relation of cause and effect between them-in short, to construct a theory. This synthetic process has been applied not only to the results of scientific experiment, but, in the course of ages, also to the simplest experiences of daily life, and in this way all concepts have been formed. In the process, the solid ground of experimental proof has often been forsaken, and generalizations have been accepted uncritically, until finally contradictions between theory and experiment have become apparent. In order to avoid these contradictions, it seems necessary to demand that no concept enter a theory which has not been experimentally verified at least to the same degree of accuracy as the experiments to be explained by the theory. Unfortunately it is quite impossible to fulfil this requirement, since the commonest ideas and words would often be excluded. To avoid these insurmountable difficulties it is found ad-
visable to introduce a great wealth of concepts into a physical theory, without attempting to justify them rigorously, and then to allow experiment to decide at what points a revision is necessary.

Thus it was characteristic of the special theory of relativity that the concepts "measuring rod" and "clock" were subject to searching criticism in the light of experiment; it appeared that these ordinary concepts involved the tacit assumption that there exist (in principle, at least) signals that are propagated with an infinite velocity. When it became evident that such signals were not to be found in nature, the task of eliminating this tacit assumption from all logical deductions was undertaken, with the result that a consistent interpretation was found for facts which had seemed irreconcilable. A much more radical departure from the classical conception of the world was brought about by the general theory of relativity, in which only the concept of coincidence in spacetime was accepted uncritically. According to this theory, ordinary language (i.e., classical concepts) is applicable only to the description of experiments in which both the gravitational constant and the reciprocal of the velocity of light may be regarded as negligibly small.

Although the theory of relativity makes the greatest of demands on the ability for abstract thought, still it fulfils the traditional requirements of science in so far as it permits a division of the world into subject and object (observer and observed) and hence a clear formulation of the law of causality. This is the very point at which the difficulties of the quantum theory begin. In atomic physics, the concepts "clock" and "measuring rod" need no
immediate consideration, for there is a large field of phenomena in which $\mathrm{I} / \mathrm{c}$ is negligible. The concepts "spacetime coincidence" and "observation," on the other hand, do require a thorough revision. Particularly characteristic of the discussions to follow is the interaction between observer and object; in classical physical theories it has always been assumed either that this interaction is negligibly small, or else that its effect can be eliminated from the result by calculations based on "control" experiments. This assumption is not permissible in atomic physics; the interaction between observer and object causes uncontrollable and large changes in the system being observed, because of the discontinuous changes characteristic of atomic processes. The immediate consequence of this circumstance is that in general every experiment performed to determine some numerical quantity renders the knowledge of others illusory, since the uncontrollable perturbation of the observed system alters the values of previously determined quantities. If this perturbation be followed in its quantitative details, it appears that in many cases it is impossible to obtain an exact determination of the simultaneous values of two variables, but rather that there is a lower limit to the accuracy with which they can be known. ${ }^{\text {r }}$

The starting-point of the critique of the relativity theory was the postulate that there is no signal velocity greater than that of light. In a similar manner, this lower limit to the accuracy with which certain variables can be known simultaneously may be postulated as a law of nature (in the form of the so-called uncertainty relations)

[^0]and made the starting-point of the critique which forms the subject matter of the following pages. These uncertainty relations give us that measure of freedom from the limitations of classical concepts which is necessary for a consistent description of atomic processes. The program of the following considerations will therefore be: first, to obtain a general survey of all concepts whose introduction is suggested by the atomic experiments; second, to limit the range of application of these concepts; and third, to show that the concepts thus limited, together with the mathematical formulation of quantum theory, form a self-consistent scheme.

## §2. THE FUNDAMENTAL CONCEPTS OF QUANTUM THEORY

The most important concepts of atomic physics can be induced from the following experiments:
a) Wilson ${ }^{\mathrm{r}}$ photographs. -The $\alpha$ - and $\beta$-rays emitted by radioactive elements cause the condensation of minute droplets when allowed to pass through supersaturated water vapor. These drops are not distributed at random, but are arranged along definite tracks which, in the case of $a$-rays (Fig. x), are nearly straight lines, in the case of $\beta$-rays, are irregularly curved. The existence of the tracks and their continuity show that the rays may appropriately be regarded as streams of minute particles moving at high speeds. As is well known, the mass and charge of these particles may be determined from the deflection of the rays by electric and magnetic fields.

[^1]b) Diffraction of matter waves (Davisson and Germer; ${ }^{\text {r }}$ Thomson, ${ }^{2}$ Rupp ${ }^{3}$ ).-After the conception of $\beta$-rays as streams of particles had remained unchallenged for more than fifteen years, another series of experiments was per-


Fig. r.-Tracks of $a$-particles in Wilson Chamber
formed which indicated that they could be diffracted and were capable of interference as if they were waves. Typical of these experiments is that of G. P. Thomson, in which a narrow beam of artificial $\beta$-rays of moderate
${ }^{1}$ Physical Resiew, 30, 705, 1927; Proceedings of the National Academy, 14, 317, 1928.
${ }^{2}$ Proceedings of the Royal Society, A, 117, 600, 1928; A, 119, 651, 1928.
${ }^{3}$ Annalen der Physik, 85, 98x, 1928.
energy is passed through a thin foil of matter. The foil is composed of minute crystals oriented at random, but the atoms in each crystal are regularly arranged. A photographic plate receiving the emergent rays exhibits rings of blackening (Fig. 2), as though the rays were waves and were diffracted by the minute crystals. From the diame-


Fig. 2.-Diffraction of electrons on passing through a thin foil of matter.
ters of the rings and the structure of the crystals, the length of these waves may be determined and is found to be $\lambda=h / m v$, where $m$ is the mass and $v$ the velocity of the particles as determined by the above-mentioned experiments. Similar experiments were performed by Davisson and Germer, Kikuchi, ${ }^{\text {r }}$ and Rupp.
c) The diffraction of $X$-rays. -The same dual interpretation is necessary in the case of light and electromagnetic radiation in general. After Newton's objections to

[^2]the wave theory of light had been refuted and the phenomena of interference explained by Fresnel, this theory dominated all others for many years, until Einstein ${ }^{\text {r }}$ pointed out that the experiments of Lenard on the photoelectric effect could only be explained by a corpuscular theory. He postulated that the momentum of the hypothetical particles was related to the wave-length of the radiation by the formula $p=h / \lambda$ (cf. § $2 b$ ). The necessity for both interpretations is particularly clear in the case of X-rays: If a homogeneous beam of X-rays is passed through a crystalline mass, and the emergent rays received on a photographic plate (Fig. 3), the result is much like the result of G. P. Thomson's experiment, and it may be concluded that X-rays are a form of wave motion, with a determinable wave-length.
d) The Compton-Simon ${ }^{2}$ experiment. -When a beam of X-rays passes through supersaturated water vapor, it is scattered by the molecules. Secondary products of the scattering are the "recoil" electrons, which are apparently particles of considerable energy, since they form tracks of condensed droplets as do the $\beta$-rays. These tracks are not very long, however, and occur with random direction. They apparently originate within the region traversed by the primary X-ray beam. Other secondary products of the scattering are the photoelectrons, which again make themselves evident by longer tracks of condensed water droplets. Under suitable conditions these tracks originate at points outside the primary X-ray beam, but the two secondary products are not unrelated.

[^3]If it be assumed that the X-ray beam consists of a stream of light-particles (photons) and that the scattering process is the collision of a photon with one of the electrons of the molecule, as a result of which the electron recoils in the observed direction, Einstein's postulate regarding the


Fig. 3.-Diffraction of X-rays by MgO powder
energy and momentum of the photons enables the direction of the photon after the collision to be calculated. This photon then collides with a second molecule, and gives up its remaining energy to an electron (the photoelectron). This assumption has been quantitatively verified (Fig. 4).
e) The collision experiments of Franck and Hertz. ${ }^{\text {- }}$ When a beam of slow electrons with homogeneous velocity passes through a gas, the electronic current as function of the velocity changes discontinuously at certain values of the velocity (energy). The analysis of these experiments leads to the conclusion that the atoms in the


Fig. 4.-Photograph showing recoil electron and associated photo electron liberated by X-rays. The upper photograph is retouched.
gas can only assume discrete energy values (Bohr's postulate). When. the energy of the atom is known, one speaks of a "stationary state of the atom." When the kinetic energy of the electron is too small to change the atom from its stationary state to a higher one, the electron makes only elastic collisions with the atoms, but when the kinetic energy suffices for excitation some electrons will transfer their energy to the atom, so the elec-

[^4]tronic current as a function of the velocity changes rapidly in the critical region. The concept of stationary states, which is suggested by these experiments, is the most direct expression of the discontinuity in all atomic processes.

From these experiments it is seen that both matter and radiation possess a remarkable duality of character, as they sometimes exhibit the properties of waves, at other times those of particles. Now it is obvious that a thing cannot be a form of wave motion and composed of particles at the same time-the two concepts are too different. It is true that it might be postulated that two separate entities, one having all the properties of a particle, and the other all the properties of wave motion, were combined in some way to form "light." But such theories are unable to bring about the intimate relation between the two entities which seems required by the experimental evidence. As a matter of fact, it is experimentally certain only that light sometimes behaves as if it possessed some of the attributes of a particle, but there is no experiment which proves that it possesses all the properties of a particle; similar statements hold for matter and wave motion. The solution of the difficulty is that the two mental pictures which experiments lead us to form-the one of particles, the other of waves-are both incomplete and have only the validity of analogies which are accurate only in limiting cases. It is a trite saying that "analogies cannot be pushed too far," yet they may be justifiably used to describe things for which our language has no words. Light and matter are both single entities, and the apparent duality arises in the limitations of our language.

It is not surprising that our language should be incapable of describing the processes occurring within the atoms, for, as has been remarked, it was invented to describe the experiences of daily life, and these consist only of processes involving exceedingly large numbers of atoms. Furthermore, it is very difficult to modify our language so that it will be able to describe these atomic processes, for words can only describe things of which we can form mental pictures, and this ability, too, is a result of daily experience. Fortunately, mathematics is not subject to this limitation, and it has been possible to invent a mathematical scheme-the quantum theory-which seems entirely adequate for the treatment of atomic processes; for visualization, however, we must content ourselves with two incomplete analogies-the wave picture and the corpuscular picture. The simultaneous applicability of both pictures is thus a natural criterion to determine how far each analogy may be "pushed" and forms an obvious starting-point for the critique of the concepts which have entered atomic theories in the course of their development, for, obviously, uncritical deduction of consequences from both will lead to contradictions. In this way one obtains the limitations of the concept of a particle by considering the concept of a wave. As N. Bohr ${ }^{r}$ has shown, this is the basis of a very simple derivation of the uncertainty relations between co-ordinate and momentum of a particle. In the same manner one may. derive the limitations of the concept of a wave by comparison with the concept of a particle.

It must be emphasized that this critique cannot be car-

[^5]ried through entirely without using the mathematical apparatus of the quantum theory, for the development of the latter preceded the clarification of the physical principles in the historic sequence. In order to avoid obscuring the essential relationships by too much mathematics, however, it has seemed advisable to relegate this formalism to the Appendix. The exposition of mathematical principles given there does not pretend to be complete, but only to furnish the reader with those formulas which are essential for the argument of the text. References to this Appendix are given as A (I6), etc.

## CHAPTER II

## CRITIQUE OF THE PHYSICAL CONCEPTS OF THE CORPUSCULAR THEORY OF MATTER

§ r. THE UNCERTAINTY RELATIONS
The concepts of velocity, energy, etc., have been developed from simple experiments with common objects, in which the mechanical behavior of macroscopic bodies can be described by the use of such words. These same concepts have then been carried over to the electron, since in certain fundamental experiments electrons show a mechanical behavior like that of the objects of common experience. Since it is known, however, that this similarity exists only in a certain limited region of phenomena, the applicability of the corpuscular theory must be limited in a corresponding way. According to Bohr, ${ }^{\text {I }}$ this restriction may be deduced from the principle that the processes of atomic physics can be visualized equally well in terms of waves or particles. Thus the statement that the position ${ }^{2}$ of an electron is known to within a certain accuracy $\Delta x$ at the time $t$ can be visualized by the picture of a wave packet in the proper position with an approximate extension $\Delta x$. By "wave packet" is meant a wavelike disturbance whose amplitude is appreciably different from

[^6]zero only in a bounded region. This region is, in general, in motion, and also changes its size and shape, i.e., the disturbance spreads. The velocity of the electron corresponds to that of the wave packet, but this latter cannot be exactly defined, because of the diffusion which takes place. This indeterminateness is to be considered as an essential characteristic of the electron, and not as evidence of the inapplicability of the wave picture. Defining momentum as $p_{x}=\mu v_{x}$ (where $\mu=$ mass of electron, $v_{x}=$ $x$-component of velocity), this uncertainty in the velocity causes an uncertainty in $p_{x}$ of amount $\Delta p_{x}$; from the simplest laws of optics, together with the empirically established law $\lambda=h / p$, it can readily be shown that
\[

$$
\begin{equation*}
\Delta x \Delta p_{x} \geq h . \tag{I}
\end{equation*}
$$

\]

Suppose the wave packet made up by superposition of plane sinusoidal waves, all with wave-lengths near $\lambda_{0}$. Then, roughly speaking, $n=\Delta x / \lambda_{0}$ crests or troughs fall within the boundary of the packet. Outside the boundary the component plane waves must cancel by interference; this is possible if, and only if, the set of component waves contains some for which at least $n+\mathrm{r}$ waves fall in the critical range. This gives

$$
\frac{\Delta x}{\lambda_{0}-\Delta \lambda} \geq n+\mathrm{I}
$$

where $\Delta \lambda$ is the approximate range of wave-lengths necessary to represent the packet. Consequently

$$
\begin{equation*}
\frac{\Delta x \Delta \lambda}{\lambda_{0}^{2}} \geq \mathrm{I} . \tag{2}
\end{equation*}
$$

On the other hand, the group velocity of the waves (i.e., the velocity of the packet) is by A (85)

$$
\begin{equation*}
v_{g}=\frac{h}{\mu \lambda_{0}}, \tag{3}
\end{equation*}
$$

so that the spreading of the packet is characterized by the range of velocities

$$
\Delta v_{g}=\frac{h}{\mu \lambda_{0}^{2}} \Delta \lambda .
$$

By definition $\Delta p_{x}=\mu \Delta v_{g}$ and therefore by equation (2),

$$
\Delta x \Delta p_{x} \geq h .
$$

This uncertainty relation specifies the limits within which the particle picture can be applied. Any use of the words "position" and "velocity" with an accuracy exceeding that given by equation ( r ) is just as meaningless as the use of words whose sense is not defined. ${ }^{\text {r }}$

The uncertainty relations can also be deduced without explicit use of the wave picture, for they are readily obtained from the mathematical scheme of quantum theory

[^7]and its physical interpretation, ${ }^{\text {r }}$ Any knowledge of the co-ordinate $q$ of the electron can be expressed by a probability amplitude $S\left(q^{\prime}\right),\left|S\left(q^{\prime}\right)\right|^{2} d q^{\prime}$ being the probability of finding the numerical value of the co-ordinate of the electron between $q^{\prime}$ and $q^{\prime}+d q^{\prime}$. Let
\[

$$
\begin{equation*}
\bar{q}=\int q^{\prime}\left|S\left(q^{\prime}\right)\right|^{2} d q^{\prime} \tag{4}
\end{equation*}
$$

\]

be the average value of $q$. Then $\Delta q$ defined by

$$
\begin{equation*}
(\Delta q)^{2}=2 \int\left(q^{\prime}-\bar{q}\right)^{2}\left|S\left(q^{\prime}\right)\right|^{2} d q^{\prime} \tag{5}
\end{equation*}
$$

can be called the uncertainty in the knowledge of the electron's position. In an exactly analogous way $\left|T\left(p^{\prime}\right)\right|^{2} d p^{\prime}$ gives the probability of finding the momentum of the electron between $p^{\prime}$ and $p^{\prime}+d p^{\prime}$; again $\bar{p}$ and $\Delta p$ may be defined as

$$
\begin{gather*}
\bar{p}=\int p^{\prime}\left|T\left(p^{\prime}\right)\right|^{2} d p^{\prime}  \tag{6}\\
(\Delta p)^{2}=2 \int\left(p^{\prime}-\bar{p}\right)^{2}\left|T\left(p^{\prime}\right)\right|^{2} d p^{\prime} . \tag{7}
\end{gather*}
$$

By equation $A(169)$, the probability amplitudes are related by the equations

$$
\left.\begin{array}{l}
T\left(p^{\prime}\right)=\int S\left(q^{\prime}\right) R\left(q^{\prime} p^{\prime}\right) d q^{\prime},  \tag{8}\\
S\left(q^{\prime}\right)=\int T\left(p^{\prime}\right) R^{*}\left(q^{\prime} p^{\prime}\right) d p^{\prime},
\end{array}\right\}
$$

where $R\left(q^{\prime} p^{\prime}\right)$ is the matrix of the transformation from a Hilbert space in which $q$ is a diagonal matrix to one in which $p$ is diagonal. From equation $\mathrm{A}(4 \mathrm{I})$ we have

$$
\int p\left(q^{\prime} q^{\prime \prime}\right) R\left(q^{\prime \prime} p^{\prime}\right) d q^{\prime \prime}=\int R\left(q^{\prime} p^{\prime \prime}\right) p\left(p^{\prime \prime} p^{\prime}\right) d p^{\prime \prime},
$$

[^8]
## CRITIQUE OF THE CORPUSCULAR THEORY

and by equation $\mathrm{A}(42)$ this is equivalent to

$$
\begin{equation*}
\frac{h}{2 \pi i} \frac{\partial}{\partial q^{\prime}} R\left(q^{\prime} p^{\prime}\right)=p^{\prime} R\left(q^{\prime} p^{\prime}\right), \tag{9}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
R=c e^{\frac{2 \pi i}{h} p^{\prime} q^{\prime}} . \tag{io}
\end{equation*}
$$

Normalizing gives $c$ the value $I / \sqrt{h}$. The values of $\Delta p$, $\Delta q$ are thus not independent. To simplify further calculations, we introduce the following abbreviations:

$$
\left.\begin{array}{rl}
x & =q^{\prime}-\bar{q}, \quad y=p^{\prime}-\bar{p}, \\
s(x) & =S\left(q^{\prime}\right) e^{\frac{2 \pi i}{h} \bar{p} q^{\prime}},  \tag{II}\\
t(y) & =T\left(p^{\prime}\right) e^{-\frac{2 \pi i}{h} \bar{q}\left(p^{\prime}-\bar{p}\right)} .
\end{array}\right\}
$$

Then equations (5) and (7) become '

$$
\begin{align*}
& (\Delta q)^{2}=2 \int x^{2}|s(x)|^{2} d x,  \tag{5a}\\
& (\Delta p)^{2}=2 \int y^{2}|t(y)|^{2} d y, \tag{7a}
\end{align*}
$$

while equations (8) become

$$
\begin{align*}
& t(y)=\frac{\mathrm{I}}{\sqrt{h}} \int s(x) e^{\frac{2 \pi i}{h} x y} d x,  \tag{8a}\\
& s(x)=\frac{\mathrm{I}}{\sqrt{\bar{h}}} \int t(y) e^{-\frac{2 \pi i}{h} x y} d y .
\end{align*}
$$

Combining ( $5 a$ ), $(7 a)$, and ( $8 a$ ), the expression for $(\Delta p)^{2}$ may be transformed, giving

$$
\begin{aligned}
\frac{1}{2}(\Delta p)^{2} & =-\frac{I}{\sqrt{h}} \int y^{2} t^{*}(y) d y \int s(x) e^{\frac{2 \pi i}{h} x y} d x \\
& =\frac{I}{\sqrt{h}} \int t^{*}(y) d y \int s(x)\left(\frac{h}{2 \pi i} \cdot \frac{d}{d x}\right)^{2} e^{\frac{2 \pi x}{h} x y} d x \\
& =\frac{I}{V}\left(\frac{h}{2 \pi i}\right)^{2} \int t^{*}(y) d y \int \frac{d^{2} s}{d x^{2}} e^{\frac{2 \pi i}{h} x y} d x \\
& =\left(\frac{h}{2 \pi i}\right)^{2} \int s^{*}(x) \frac{d^{2} s}{d x^{2}} d x
\end{aligned}
$$

or

$$
\begin{equation*}
\frac{1}{2}(\Delta p)^{2}=\frac{h^{2}}{4 \pi^{2}} \int\left|\frac{d s}{d x}\right|^{2} d x \tag{I2}
\end{equation*}
$$

Now

$$
\begin{align*}
\left|\frac{d s}{d x}\right|^{2} \geq \frac{I}{(\Delta q)^{2}}|s(x)|^{2}-\frac{d}{d x}\left(\frac{x}{(\Delta q)^{2}}|s(x)|^{2}\right) & \\
& -\frac{x^{2}}{(\Delta q)^{4}}|s(x)|^{2} \tag{x3}
\end{align*}
$$

as may be proved by rearranging the obvious relation

$$
\begin{equation*}
\left|\frac{x}{(\Delta q)^{2}} s(x)+\frac{d s}{d x}\right|^{2} \geq 0 \tag{I3a}
\end{equation*}
$$

Hence it follows from equation (12) that
or

$$
\left.\begin{array}{c}
\frac{1}{2}(\Delta p)^{2} \geq \frac{1}{2} \frac{h^{2}}{4 \pi^{2}} \frac{I}{(\Delta q)^{2}},  \tag{I.4}\\
\Delta p \Delta q \geq \frac{h}{2 \pi},
\end{array}\right\}
$$

which was to be proved. The equality can be true in (I4) only when the left side of ( $\mathrm{I} 3 a$ ) vanishes, i.e., when
or

$$
\left.\begin{array}{c}
s(x)=c e^{-\frac{x^{2}}{2(\Delta q)^{2}}}, \\
S\left(q^{\prime}\right)=c e^{-\frac{\left(\underline{\prime}^{\prime}-\bar{q}\right)^{2}}{2(\Delta q)^{2}}-\frac{2 \pi i}{h} \overline{q^{\prime}}}, \tag{I5}
\end{array}\right\}
$$

where $c$ is an arbitrary constant. Thus the Gaussian probability distribution causes the product $\Delta p \Delta q$ to assume its minimum value.

It must be emphasized again that this proof does not differ at all in mathematical content from that given at the beginning of this section on the basis of the duality between the wave and corpuscular pictures of atomic phenomena. The first proof, if carried through precisely, would also involve all the equations (4)-(I4). Physically, the last proof appears to be more general than the former, which was proved on the assumption that $x$ was a cartesian co-ordinate and applies specifically only to free electrons because of the relation $\lambda=h / \mu v_{g}$ which enters into the proof. Equation (I4), on the other hand, applies to any pair of canonic conjugates $p$ and $q$. This greater generality of (14) is rather specious, however. As Bohr ${ }^{r}$ has emphasized, if a measurement of its co-ordinate is to be possible at all, the electron must be practically free.

> ェ Loc. cit.
§ 2. illustrations of the uncertainty relations
The uncertainty principle refers to the degree of indeterminateness in the possible present knowledge of the simultaneous values of various quantities with which the quantum theory deals; it does not restrict, for example, the exactness of a position measurement alone or a velocity measurement alone. Thus suppose that the velocity of a free electron is precisely known, while the position is completely unknown. Then the principle states that every subsequent observation of the position will alter the momentum by an unknown and undeterminable amount such that after carrying out the experiment our knowledge of the electronic motion is restricted by the uncertainty relation. This may be expressed in concise and general terms by saying that every experiment destroys some of the knowledge of the system which was obtained by previous experiments. This formulation makes it clear that the uncertainty relation does not refer to the past; if the velocity of the electron is at first known and the position then exactly measured, the position for times previous to the measurement may be calculated. Then for these past times $\Delta p \Delta q$ is smaller than the usuàl limiting value, but this knowledge of the past is of a purely speculative character, since it can never (because of the unknown change in momentum caused by the position measurement) be used as an initial condition in any calculation of the future progress of the electron and thus cannot be subjected to experimental verification. It is a matter of personal belief whether such a calculation concerning the past history of the electron can be ascribed any physical reality or not.
a) Determination of the position of a free particle.-As a first example of the destruction of the knowledge of a particle's momentum by an apparatus determining its position, we consider the use of a microscope. ${ }^{\text {r }}$ Let the particle be moving at such a distance from the microscope that the cone of rays scattered from it through the objective has an angular opening $\epsilon$. If $\lambda$ is the wave-length of the light illuminating it, then the uncertainty in the measurement of the


Fig. 5 $x$-co-ordinate (see Fig. 5) according to the laws of optics governing the resolving power of any instrument is:

$$
\begin{equation*}
\Delta x=\frac{\lambda}{\sin \epsilon} . \tag{I6}
\end{equation*}
$$

But, for any measurement to be possible at least one photon must be scattered from the electron and pass through the microscope to the eye of the observer. From this photon the electron receives a Compton recoil of order of magnitude $h / \lambda$. The recoil cannot be exactly known, since the direction of the scattered photon is undetermined within the bundle of rays entering the microscope. Thus there is an uncertainty of the recoil in the $x$-direction of amount

$$
\begin{equation*}
\Delta p_{x} \sim \frac{h}{\lambda} \sin \epsilon, \tag{t7}
\end{equation*}
$$

and it follows that for the motion after the experiment

$$
\begin{equation*}
\Delta p_{x} \Delta x \sim h . \tag{I8}
\end{equation*}
$$

[^9]Objections may be raised to this consideration; the indeterminateness of the recoil is due to the uncertain path of the light quantum within the bundle of rays, and we might seek to determine the path by making the microscope movable and measuring the recoil it receives from the light quantum. But this does not circumvent the uncertainty relation, for it immediately raises the question of the position of the microscope, and its position and momentum will also be found to be subject to equation (18). The position of the microscope need not be considered if the electron and a fixed scale be simultaneously observed through the moving microscope, and this seems to afford an escape from the uncertainty principle. But an observation then requires the simultaneous passage of at least two light quanta through the microscope to the observer-one from the electron and one from the scaleand a measurement of the recoil of the microscope is no longer sufficient to determine the direction of the light scattered by the electron. And so on ad infinitum.

One might also try to improve the accuracy by measuring the maximum of the diffraction pattern produced by the microscope. This is only possible when many photons co-operate, and a calculation shows that the error in measurement of $x$ is reduced to $\Delta x=\lambda / \sqrt{m} \sin \epsilon$ when $m$ photons produce the pattern. On the other hand, each photon contributes to the unknown change in the electron's momentum, the result being $\Delta p_{x}=V m h \sin \epsilon / \lambda$ (addition of independent errors). The relation (18) is thus not avoided.

It is characteristic of the foregoing discussion that simultaneous use is made of deductions from the corpuscular and wave theories of light, for, on the one hand, we speak of resolving power, and, on the other hand, of
photons and the recoils resulting from their collision with the particle under consideration. This is avoided, in so far as the theory of light is concerned, in the following considerations.

If electrons are made to pass through a slit of width $d$ (Fig. 6), then their co-ordinates in the direction of this width are known at the moment after having passed it with the accuracy $\Delta x=d$. If we assume the momentum in this direction to have been zero before passing through the slit (normal incidence), it would appear that the uncertainty relation is not fulfilled. But the electron may also be considered to be a plane de Broglie wave, and it is at once apparent that diffraction phenomena are necessarily produced by the slit. The emergent


Fig. 6 beam has a finite angle of divergence $a$, which is, by the simplest laws of optics,

$$
\begin{equation*}
\sin a \sim \frac{\lambda}{d} \tag{x9}
\end{equation*}
$$

where $\lambda$ is the wave-length of the de Broglie waves. Thus the momentum of the electron parallel to the screen is uncertain, after passing through the slit, by an amount

$$
\begin{equation*}
\Delta p=\frac{h}{\lambda} \sin a \tag{20}
\end{equation*}
$$

since $h / \lambda$ is the momentum of the electron in the direction of the beam. Then, since $\Delta x=d$,

$$
\Delta x \Delta p \sim h .
$$

In this discussion we have avoided the dual character of light, but have made extensive use of the two theories of the electron.

As a last method of determining position we discuss the well-known method of observing scintillations produced by $a$-rays when they are received on a fluorescent screen or of observing their tracks in a Wilson chamber. The essential point of these methods is that the position of the particle is indicated by the ionization of an atom; it is obvious that the lower limit to the accuracy of such a measurement is given by the linear dimension $\Delta q_{s}$ of the atom, and also that the momentum of the impinging particle is changed during the act of ionization. Since the momentum of the electron ejected from the atom is measurable, the uncertainty in the change of momentum of the impinging particle is equal to the range $\Delta p_{s}$ within which the momentum of this electron varies while moving in its un-ionized orbit. This variation in momentum is again related to the size of the atom by the inequality

$$
\Delta p_{s} \Delta q_{s} \geq h .
$$

Later discussion will show, in fact, that quite generally ${ }^{x}$

$$
\Delta p_{s} \Delta q_{8} \sim n h
$$

where $n$ is the quantum number of the stationary state concerned (cf. § $2 c$ below). Thus the uncertainty relation also governs this type of position measurement; here the dualism of treatment is relegated to the background, and

[^10]the uncertainty relation appears rather to be the result of the Bohr quantum conditions determining the stationary state, but naturally the quantum conditions are themselves manifestations of the duality.
b) Measurement of the velocity or momentum of a free particle.-The simplest and most fundamental method of measuring velocity depends on the determination of posi-


Fig. 7
tion at two different times. If the time interval elapsing between the position measurements is sufficiently large, it is possible to determine the velocity before the second was made with any desired accuracy, but it is the velocity after this measurement which alone is of importance to the physicist, and this cannot be determined with exactness. The change in momentum which is necessarily produced by the last observation is subject to such an indeterminateness that the uncertainty relation is again fulfilled, as has been shown in the last section.

Another common method of determining the velocity of charged particles makes use of the Doppler effect. Figure 7 shows the experimental arrangement in its essentials. The component, $p_{x}$, of the electron's momentum may be supposed to be known with ideal exactness, its $x$-co-ordinate therefore completely unknown. On the other hand, the $y$-co-ordinate of the electron will be assumed to have been accurately determined, and $p_{y}$ correspondingly unknown. The problem is therefore to determine the velocity in the $y$-direction, and it is to be shown that the knowledge of the $y$-co-ordinate is destroyed by this measurement to the extent demanded by the uncertainty relation. The light may be supposed incident along the $x$-axis, and the scattered light observed in the $y$-direction. (It is to be noted that the Doppler effect vanishes, under these conditions, if the electron moves along the straight line $x-y=0$.) The theory of the Doppler effect is in this case identical with that of the Compton effect, and it is only necessary to use the laws of conservation of energy and momentum of the electron and light quantum. Letting $E$ denote the energy of the electron, $\nu$ the frequency of the incident light, and using primes to distinguish the same quantity before and after the collision, we have

$$
\left.\begin{array}{rl}
h \nu+E & =h \nu^{\prime}+E^{\prime},  \tag{2I}\\
\frac{h \nu}{c}+p_{x} & =p_{x}^{\prime}, \\
p_{y} & =h \nu^{\prime} \\
c
\end{array}\right\}
$$

whence

$$
\left.\begin{array}{rl}
h\left(\nu-\nu^{\prime}\right) & =E^{\prime}-E, \\
& =\frac{I}{2 \mu}\left[p_{x}^{\prime 2}+p_{y}^{\prime 2}-p_{x}^{2}-p_{y}^{2}\right], \\
& \sim \frac{I}{\mu}-\left[\left(p_{x}^{\prime}-p_{x}\right) p_{x}+\left(p_{y}^{\prime}-p_{y}\right) p_{y}\right],  \tag{22}\\
& =\frac{I}{\mu}\left[\begin{array}{l}
h \nu \\
c
\end{array} p_{x}-\frac{h \nu^{\prime}}{c} p_{y}\right], \\
& \sim \frac{h \nu}{\mu c}\left(p_{x}-p_{y}\right) .
\end{array}\right\}
$$

Since it is assumed that $p_{x}$ and $\nu$ are known, the accuracy of the determination of $p_{y}$ is conditioned only by the accuracy with which the frequency $\nu^{\prime}$ of the scattered light is measured:

$$
\begin{equation*}
\Delta p_{y}^{\prime}=\frac{\mu c}{\nu} \Delta \nu^{\prime} . \tag{23}
\end{equation*}
$$

To determine $\nu^{\prime}$ with this accuracy, it is necessary to observe a train of waves of finite length, which in turn demands a finite time:

$$
T=\stackrel{\mathrm{I}}{\Delta \nu^{\prime}} .
$$

As it is unknown whether the photon collided with the electron at the beginning or at the end of this time interval, it is also unknown whether the electron moved with the velocity $(\mathrm{I} / \mu) p_{y}$ or $(\mathrm{I} / \mu) p_{y}^{\prime}$ during this time. The uncertainty in the position of the electron which is produced by this cause is thus

$$
\Delta y=\frac{\mathrm{I}}{\mu}\left(p_{y}-p_{y}^{\prime}\right) T=\frac{h \nu}{c_{\mu}} T,
$$

whence

$$
\Delta p_{y} \Delta y \sim h
$$

A third method of velocity measurement depends on the deflection of charged particles by a magnetic field. For this purpose a beam must be defined by a slit, whose width will be designated by $d$. This ray then enters a homogeneous magnetic field, whose direction is to be taken perpendicular to the plane of Figure 8. The length of that part of the ray which lies in the region of the field may be $a$; after leaving this region, the ray traverses a field-free region of length $l$ and then passes through a second slit also of width $d$, whose position determines the angle of deflection $a$. The velocity of the particles in the direction of the beam is to be determined from the equation

$$
\begin{equation*}
a=\frac{\frac{a}{v} H e \frac{v}{c}}{\mu v}=\frac{a H e}{\mu v c} . \tag{24}
\end{equation*}
$$



The corresponding errors in measurement are related by

$$
\Delta a=\frac{a H e}{\mu c} \frac{\Delta v}{v^{2}} .
$$

It may be supposed that the position of the particle in the direction of the ray was initially known with great ac-
curacy. This may be achieved, for example, by opening the first slit only during a very brief interval. It will again be shown that this knowledge is lost during the experiment in such a manner that the relation $\Delta p \Delta q \sim h$ is fulfilled after the experiment. To begin with, the accuracy with which the angle $a$ can be determined is obviously $d /(l+a)$, but even this accuracy can only be attained if the natural de Broglie scattering of the ray is less than this. Therefore

$$
\Delta a \geq \frac{d}{l+a}, \quad \Delta a \geq \frac{\lambda}{d},
$$

whence

$$
(\Delta a)^{2} \geq \frac{\lambda}{l+a} .
$$

The uncertainty in the position of the particle in the ray after the experiment is equal to the product of the time required to pass through the field and reach the second slit and the uncertainty in the velocity. Thus

$$
\Delta q \sim \frac{l+a}{v} \Delta v
$$

whence

$$
\begin{aligned}
\Delta q \Delta v & \sim \frac{l+a}{v}(\Delta v)^{2} \\
& \sim \frac{l+a}{v}\left(\frac{\mu c v}{a H e}\right)^{2}(\Delta a)^{2} \\
\geq & \frac{\lambda}{v}\left(\frac{\mu c v^{2}}{a H e}\right)^{2}
\end{aligned}
$$

The terms in the parentheses are equal to $v / a$ and $\lambda=$ $h / \mu v$, whence

$$
\mu \Delta q \Delta v \geq \frac{h}{a^{2}} \geq h
$$

since equation (24) is valid only for small values of $\boldsymbol{a}$. For large angles of deflection, this derivation requires radical modification. One must remember, among other things, that the experiment as described here would not distinguish between $\alpha=0$ and $\alpha=2 \pi$.
c) Bound electrons.-If it be required to deduce the uncertainty relations for the position, $q$, and momentum, $p$, of bound electrons, two problems must be clearly distinguished. The first assumes that the energy of the system, i.e., its stationary state, is known, and then inquires what accuracy of knowledge of $p$ and $q$ is implied in, or is compatible with, this knowledge of the energy. The second, distinct problem disregards the possibility of determining the energy of the system and merely inquires what the greatest accuracy is with which $p$ and $q$ may simultaneously be known. In this second case, the experiments necessary for the measurement of $p$ and $q$ may produce transitions from one stationary state to another; in the first case, the methods of measurement must be so chosen that transitions are not induced.

We consider the first problem in some detail, and assume an atom in a given stationary state. As Bohr has shown, ${ }^{\text {r }}$ the corpuscular theory then forces one to conclude that $\Delta p \Delta q$ is in general greater than $h$. For it is obvious that we are concerned with the variation of $p$ and $q$ as the electron moves in its orbit, and it follows from

$$
\begin{equation*}
\int p d q=n h \tag{25}
\end{equation*}
$$

that

$$
\begin{equation*}
\Delta q_{s} \Delta p_{s} \sim n h . \tag{26}
\end{equation*}
$$

This may most readily be comprehended from a diagram of the orbit in phase space as given by classical mechanics

[^11](Fig. 9). The integral is nothing else than the area inclosed by the orbit, and $\Delta p_{s} \Delta q_{s}$ is obviously of the same order of magnitude. The index $s$ which accompanies these uncertainties is to indicate that they are not the absolute minima of these quantities, but are the special values which are assumed by them when the stationary state of the atom is known simultaneously and exactly. This uncertainty is of practical importance, for example, in the discussion of the scintillation method of counting a-par-


Fig 9 ticles (chap. ii, § $2 a$ ). In the classical theory, it would seem strange to consider this as an essential uncertainty, for further experiments could be made without disturbing the orbit. The quantum theory, however, shows that a knowledge of the energy is a "determinate case" (reiner Fall), ${ }^{\text {x }}$ i.e., a case which is represented in the mathematical scheme by a definite wave packet (in configuration space) which does not involve any undetermined constants. This wave packet is the Schrodinger function of the stationary state. If the calculation of pages $16-19$ is carried through for this packet, the value of $\Delta p_{s} \Delta q_{s}$ is found to be greater in proportion to the number of nodes possessed by the characteristic function. If we consider a function $s$ in equation ( 12 ) which possesses $n$ nodes, the calculation would show that

$$
\Delta p_{s} \Delta q_{s} \sim n h
$$

[^12]To pass on to the second problem: The maximum accuracy is obviously given by $\Delta p \Delta q \sim h$ if all knowledge of the stationary states be disregarded. Then the measurements can be carried out by such violent agents that the electron can be regarded as free (acted on only by negligible forces). The momentum of the electron can most readily be measured by suddenly rendering the interaction of the electron with the nucleus and neighboring electrons negligible. It will then execute a straight-line motion and its momentum can be measured in the manner already explained. The disturbance necessary for such a measurement is therefore obviously of the same order of magnitude as the binding energy of the electron.

The relation [eq. (6)] is of importance, as Bohr points out, for the equivalence of classical and quantum mechanics in the limit of large quantum numbers. This is seen when the validity of the concept of an "orbit" is examined. As the highest accuracy attainable is $\Delta p \Delta q \sim h$, the orbit must be the path of a probability packet whose cross-section $\left(\left|S\left(p^{\prime}\right)\right|^{2}\left|S\left(q^{\prime}\right)\right|^{2}\right)$ is approximately $h$. Such a packet can describe a well-defined, approximately closed path only if the area inclosed by this path is much greater than the cross-section of the wave packet. This, according to equation (26), is possible only in the limit of large quantum numbers; for small $n$, on the other hand, the concept of an orbit loses all significance, in phase space as well as in configuration space. It is thus seen to be essential for this limiting equivalence of the two theories that the factor $n$ occurs on the right side of equation (26).

The inapplicability of the concept of an orbit in the region of small quantum numbers can be made clear from
direct physical considerations in the following manner: The orbit is the temporal sequence of the points in space at which the electron is observed As the dimensions of the atom in its lowest state are of the order $10^{-8} \mathrm{~cm}$, it will be necessary to use light of wave-length not greater than $10^{-9} \mathrm{~cm}$ in order to carry out a position measurement of sufficient accuracy for the purpose. A single photon of such light is, however, sufficient to remove the electron from the atom, because of the Compton recoil. Only a single point of the hypothetical orbit is thus observable. One can, however, repeat this single observation on a large number of atoms, and thus obtain a probability distribution of the electron in the atom. According to Born, this is given mathematically by $\psi \psi^{*}$ (or, in the case of several electrons, by the average of this expression taken over the co-ordinates of the other electrons in the atom). This is the physical significance of the statement that $\psi \psi^{*}$ is the probability of observing the electron at a given point. This result is stranger than it seems at first glance. As is well known, $\psi$ diminishes exponentially with increasing distance from the nucleus; there is thus always a small but finite probability of finding the electron at a great distance from the center of the atom. The potential energy of the electrons is negative át such a point, but very small. The kinetic energy is always positive; so that the total energy is therefore certainly greater than the energy of the stationary state under consideration. This paradox finds its resolution when the energy imparted to the electron by the photon used in making the position measurement is taken into account. This energy is considerably greater than the ionization energy of the electron, and
thus suffices to prevent any violation of the law of conservation of energy, as is readily calculated explicitly from the theory of the Compton effect.

This paradox also serves as a warning against carrying out the "statistical interpretation" of quantum mechanics too schematically. Because of the exponential behavior of the Schrodinger function at infinity, the electron will sometimes be found as much as, say, i cm from the nucleus. One might suppose that it would be possible to verify the presence of the electron at such a point by the use of red light. This red light would not produce any appreciable Compton recoil and the foregoing paradox would arise once more. As a matter of fact, the red light will not permit such a measurement to be made; the atom as a whole will react with the light according to the formulas of dispersion theory, and the result will not yield any information regarding the position of a given electron in the atom. This may be made plausible if one remembers that (according to the corpuscular theory) the electron will execute a number of rotations about the nucleus during one period of the red light. The statistical predictions of quantum theory are thus significant only when combined with experiments which are actually capable of observing the phenomena treated by the statistics. In many cases it seems better not to speak of the probable position of the electron, but to say that its size depends upon the experiment being performed.

The orbital concept has a significance when applied to highly excited states of the atom; therefore it must be possible to carry out the determination of the position of the electron with an uncertainty less than the dimension of the atom. It does not follow any longer that the elec-
tron will be removed from the atom by the Compton recoil, as may be seen from the following equations. It is necessary that the wave-length of the light, $\lambda$, be much less than $\Delta q_{s}$, or by equation (26),

$$
\stackrel{h}{\lambda} \gg \frac{\Delta p_{s}}{n} .
$$

The energy imparted to the electron by its recoil is approximately

$$
\begin{equation*}
\stackrel{h}{\lambda} \frac{\Delta p_{s}}{\mu} \gg \frac{\left(\Delta p_{s}\right)^{2}}{n \mu}-\underset{n}{\sim}{ }_{n}|E| \tag{26a}
\end{equation*}
$$

( $E$ is the energy of the atom, $\mu$, the mass of the electron); for large values of $n$, this recoil energy is much less than $|E|$, the ionization energy of the electron. On the other hand, this energy will always be great compared to the energy differences between neighboring stationary states in this region of the spectrum, which is also, in general, of the order $|E| / n$. As a matter of fact, from equation (26a) it follows at once that

$$
h \nu \gg \frac{|E|}{n},
$$

so that the frequency of the light used in making the measurement is great compared to the frequency of the electron in its orbit.

The Compton effect has as its consequence that the electron is caused to jump from a state, say $n=1000$, to some other state for which $n$ is, say, greater than 9.50 and less than Io50. The particular orbit to which the electron jumps remains essentially indeterminate because of the considerations of chapter ii, $\S i b$. The result of the position measurement is therefore to be represented in the mathe-
matical scheme by a probability packet in configuration space, which is built up of characteristic functions of the states between $n=950$ and ro50. Its size is determined by the exactitude of the position measurement. This packet describes an orbit analogous to that of a corpuscle of classical mechanics, but, in general, spreads and increases in size with the time. The result of a future measurement of position can therefore only be predicted statistically. The mathematical representation of the physical process changes discontinuously with each new measurement; the observation singles out of a large number of possibilities one of which is the one which has happened. The wave packet which has spread out is replaced by a smaller one which represents the result of this observation. As our knowledge of the system does change discontinuously at each observation its mathematical representation must also change discontinuously; this is to be found in classical statistical theories as well as in the present theory.

The motion and spreading of probability packets has been studied by various authors, ${ }^{1}$ and therefore no mathematical discussion of it need be given here. A simple consideration of Ehrenfest's ${ }^{2}$ may be mentioned, however. Consider the motion of a single electron moving in a field of force whose potential is $V(q)$. The wave function satisfies [cf. eq. A (80)]

$$
\begin{equation*}
-\frac{h^{2}}{8 \pi^{2} \mu} \nabla^{2} \psi+e V \psi=-\frac{h}{2 \pi i} \frac{\partial \psi}{\partial t}, \tag{27}
\end{equation*}
$$

[^13]and the probable value of $q$ is given by equation (4) with $\psi=S ; q$ is one of the rectangular co-ordinates $x, y, z$. Then differentiating by $t$ :
$$
\mu \dot{\bar{q}}=\mu \int q\left(\frac{\partial \psi}{\partial t} \psi^{*}+\psi \frac{\partial \psi^{*}}{\partial t}\right) d \tau ;
$$
on substituting the value of $\partial \psi / \partial t$ and $\partial \psi^{*} / \partial t$ from (27):
$$
\mu \dot{\bar{q}}=\frac{h}{4 \pi} \int q\left(-\psi^{*} \nabla^{2} \psi+\psi \nabla^{2} \psi^{*}\right) d \tau ;
$$
integrating by parts:
$$
\mu \dot{\bar{q}}=\frac{h}{4 \pi} \int\left(\psi^{*} \frac{\partial \psi}{\partial q}-\psi \frac{\partial \psi^{*}}{\partial q}\right) d \tau .
$$

This process may be repeated a second time to obtain $\mu \ddot{q}$. As the calculation is lengthy, but simple, we give only the result:

$$
\mu \ddot{q}=-e \int \frac{\partial V}{\partial q} \psi \psi^{*} d \tau
$$

If $\psi$ represents a wave packet whose spatial dimension is small compared to the distance within which $\partial V / \partial q$ changes appreciably, this may be written

$$
\begin{equation*}
\mu \ddot{\bar{q}}=-e \frac{\partial V(\bar{q})}{\partial \bar{q}} . \tag{29}
\end{equation*}
$$

This proves that, so long as the wave packet remains small, its center will move according to the classical equations of motion of the electron.

A remark concerning the rate of spreading of the wave packet may not be out of place at this point. If the classical motion of the system is periodic, it may happen that the size of the wave packet at first undergoes only periodic changes. The number of revolutions which the packet may perform before it spreads completely over the whole region of the atom can be calculated qualitatively as follows: If there were no spreading at all, it would be possible to make a Fourier analysis of the probability density into which only integral multiples of the fundamental frequency of the orbit enter. As a matter of fact, however, the "overtones" of quantum theory are not exactly integral multiples of this fundamental frequency. The time in which the phase of the quantum theoretical overtones is completely shifted from that of the classical overtones will be qualitatively the same as the time required for the spreading of the wave packet. Let $J$ be the action variable of classical theory, then this time will be

$$
t \sim \frac{I}{h \frac{\partial \nu}{\partial \bar{J}}},
$$

and the number of revolutions performed in this time is

$$
\begin{equation*}
N \sim \frac{\nu}{h_{\partial \bar{J}}^{\partial \nu}} . \tag{30}
\end{equation*}
$$

In the special case of the harmonic oscillator, $N$ becomes infinite-the wave packet remains small for all time. In general, however, $N$ will be of the order of magnitude of the quantum number $n$.

In relation to these considerations, one other idealized experiment (due to Einstein) may be considered. We imagine a photon which is represented by a wave packet built up out of Maxwell waves. ${ }^{\text {. }}$ It will thus have a certain spatial extension and also a certain range of frequency. By reflection at a semi-transparent mirror, it is possible to decompose it into two parts, a reflected and a transmitted packet. There is then a definite probability for finding the photon either in one part or in the other part of the divided wave packet. After a sufficient time the two parts will be separated by any distance desired; now if an experiment yields the result that the photon is, say, in the reflected part of the packet, then the probability of finding the photon in the other part of the packet immediately becomes zero. The experiment at the position of the reflected packet thus exerts a kind of action (reduction of the wave packet) at the distant point occupied by the transmitted packet, and one sees that this action is propagated with a velocity greater than that of light. However, it is also obvious that this kind of action can never be utilized for the transmission of signals so that it is not in conflict with the postulates of the theory of relativity.
d) Energy measurements.-The measurement of the energy of a free electron is identical with the measurement of its velocity, so that most of the possible methods have already been treated. A method not yet discussed for measuring the energy of free electrons is that in which

[^14]they are caused to move against a retarding field. If the electron passes through the field it is customary to assume the result of classical theory, that its energy $E$ is certainly greater than the energy $V$ corresponding to the highest potential of the field, and if it is reflected, that its energy is smaller than this critical value. Such a conclusion is certainly incorrect in the quantum theory, and a brief discussion of the method will therefore be given here. If the width of the potential barrier is comparable to the de Broglie wave-length, $\lambda$, of the electron, a certain number of electrons will penetrate it even though their energies $E$ are less than the critical value necessary on the classical theory. This number decreases exponentially as the width of the barrier and $V-E$ increase. Conversely, when $E>V$, a certain number will be reflected if the potential changes appreciably in a distance $\lambda$. In any practicable experiment, these conditions are not realizable, and the conclusions of the classical theory can be used without


Fig. ro appreciable error. The mathematical treatment of the situation just sketched is important, however, and will therefore be illustrated in the case of an abrupt discontinuity in the potential distribution. The Schrödinger equation for a single electron will be used; this is not identical with the wave theory of matter, for this latter would take the reaction of the wave on itself into account. The potential distribution is shown in Figure ro. For the
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incident $\psi$-wave in the region $\mathrm{I}(x<0)$, we then readily obtain the expression

$$
\psi_{2}=a e^{\frac{2 \pi \imath}{h}(p x-E t)}, \quad \frac{I}{2 \mu} p^{2}=E, \quad p>0 ;
$$

for the wave penetrating into the region II $(x>0)$,

$$
\begin{equation*}
\psi_{t}=a^{\prime} e^{\frac{2 \pi i}{h}\left(p^{\prime} x-E t\right)}, \quad \frac{I}{2 \mu} p^{\prime 2}=E-V ; \tag{3Ib}
\end{equation*}
$$

and for the reflected wave in I,

$$
\begin{equation*}
\psi_{r}=a^{\prime \prime} e^{\frac{2 \pi i}{h}(-p x-E t)} \tag{3Ic}
\end{equation*}
$$

If $p^{\prime}$ is real, it is to be taken greater than zero; if it is imaginary, total reflection occurs and it is to be taken as positive imaginary, since $\psi_{t}$ must remain finite as $x \rightarrow \infty$. At the discontinuity $(x=0), \psi$ must be continuous and possess a continuous first derivative; hence

$$
\left.\begin{array}{l}
\psi_{\imath}+\psi_{r}=\psi_{t} \\
\frac{\partial \psi_{2}}{\partial x}+\frac{\partial \psi_{r}}{\partial x}=\frac{\partial \psi_{t}}{\partial x},
\end{array}\right\} \text { when } x=0 ;
$$

or

$$
\begin{gathered}
a+a^{\prime \prime}=a^{\prime} \\
p\left(a-a^{\prime \prime}\right)=a^{\prime} p^{\prime} .
\end{gathered}
$$

Solving these equations for $a^{\prime}$ and $a^{\prime \prime}$ :

$$
\left.\begin{array}{l}
a^{\prime \prime}=a \frac{p-p^{\prime}}{p+p^{\prime}},  \tag{32}\\
a^{\prime}=a \frac{2 p}{p+p^{\prime}} .
\end{array}\right\}
$$

The number of electrons that pass through a given cross-section per unit time is given by the square of the absolute magnitude of the wave amplitude multiplied by the momentum provided it is real. Thus, when $E>V$, the intensities of the incident, transmitted and reflected waves are respectively proportional to

$$
\left.\begin{array}{l}
I_{\imath}=|a|^{2} p ;  \tag{33}\\
I_{t}=|a|^{2}\left(\frac{2 p}{p+p^{\prime}}\right)^{2} ; \\
I_{r}=-|a|^{2}\left(\frac{p-p^{\prime}}{p+p^{\prime}}\right)^{2} .
\end{array}\right\}
$$

For imaginary values of $p^{\prime}$, the wave $\psi_{t}$ does not represent a current of electrons, but a stationary charge distribution, and $I_{t}=0$. As $\left|a^{\prime \prime}\right|=|a|$ in this case, $I_{r}=-I_{2}$. In both cases

$$
I_{2}=I_{t}-I_{r} .
$$

The relative probabilities for reflection and penetration of the electron are, by (33) and (31),

$$
\left.\begin{array}{l}
\dot{P}^{\prime \prime}=\frac{I_{r}}{I_{2}}=\left|\frac{\sqrt{E}-\sqrt{E-V}}{\sqrt{E}+\sqrt{E-V}}\right|^{2},  \tag{34}\\
P^{\prime}=\frac{I_{t}}{\bar{I}_{2}}=\sqrt{\frac{E-V}{E}}\left|\frac{2 \sqrt{E}}{\sqrt{E+\sqrt{E-V}}}\right|^{2} \cdot
\end{array}\right\}
$$

These expressions are plotted as solid lines in Figure in; the curves expected from the classical theory are the dotted lines.

For the elucidation of the physical principles of the quantum theory a consideration of the mesaurement of

## CRITIQUE OF THE CORPUSCULAR THEORY

the energy of atoms is more important than that of free electrons, and this will be given in greater detail than the preceding. As the phase of the electronic motion is the
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variable which is canonically conjugate to the energy, it follows from the uncertainty principle that this must be completely unknown if the energy is precisely determined. Since the phase of the electronic motion determines the phase of the radiation emitted, it is this latter which is to enter the physical discussion. It will be shown that any experiment which separates atoms that are in the stationary state $n$ from those in $m$ necessarily destroys any pre-existing knowledge of the phase of the radiation corresponding to the transition $n \rightleftarrows m$.

Let $S$ be a beam of atoms (Fig.12), of width $d$ in


Fig 12 the $x$-direction, which is sent through an inhomogeneous field $F$ (which is not necessarily a magnetic field, as in
the experiment of Stern-Gerlach, but may be electric or gravitational). The energy of the atoms in state $m$ will be designated by $E_{m}$; it will depend on the magnitude of the field $F$ at the center of gravity of the atom, so that the deflecting force of the field in the $x$-direction is $\partial\left(E_{m}\right.$ $(F)) / \partial x=\left(d E_{m} / d F\right)(d F / d x)$, and is different for atoms in different states. If $T$ be the time required by the atoms to pass through the field, and $p$ the momentum of the atoms in the direction of the beam, the angular deflection of the atoms will be

$$
\frac{\partial E_{m}}{\partial x} \frac{T}{p}
$$

The original beam will thus be divided into several, each containing only atoms in one state; the angular separation $a$ of the two beams containing atoms in states $n$ and $m$, respectively, will then be

$$
a=\left(\frac{\partial E_{m}}{\partial x}-\frac{\partial E_{n}}{\partial x}\right) \frac{T}{p}
$$

This angle must be greater than the natural scattering of the atomic beams if the two kinds of atoms are to be separated; hence

$$
\begin{equation*}
a \geq \frac{\lambda}{d}=\frac{h}{p d} . \tag{35}
\end{equation*}
$$

The Schrödinger function $\psi_{n}$ contains the periodic factor $e^{\frac{2 \pi v}{h} E_{n} t}$. As $E_{n}$ is a function of $F$, the frequency and phase of the wave are changed while passing through the field. This change is indeterminate, to a certain extent, since it is impossible to tell in what part of the beam the atom is moving and $F$ varies from point to point. The
uncertainty, $\Delta \varphi$, of the phase change of the radiation of frequency $\left(E_{m}-E_{n}\right) / h$ during the time $T$ is therefore

$$
\Delta \varphi \sim 2 \pi\left(\frac{\partial E_{m}}{\partial x}-\frac{\partial E_{n}}{\partial x}\right) \frac{T d}{h}=\frac{p d}{h} 2 \pi a .
$$

From equation (35) it follows at once that

$$
\begin{equation*}
\Delta \varphi \geq \mathrm{I} . \tag{36}
\end{equation*}
$$

This means complete indeterminateness in the phases.
The calculation can be carried through more concretely if it is restricted to apply only to magnetic fields. Neglecting the electron spin, it is known that the atom precesses like a rigid body when under the influence of a magnetic field $H$; the velocity of this precession is

$$
\omega=\frac{e}{2 \mu C} H
$$

and its axis coincides with the direction of the field. This velocity is different for various atoms because of the width of the beam and the inhomogeneity of the field. This difference in the precession of different atoms tends to destroy any phase relation which may initially be present. For the uncertainty in $\omega$, we readily obtain

$$
\Delta \omega=\frac{e d}{2 \mu c} \frac{\partial H}{\partial x}
$$

and the angular separation of the two beams is

$$
a=\frac{e}{2 \mu c} \frac{\partial H}{\partial x} \frac{h T}{2 \pi p}
$$

as a must be greater than $h / p d$,

$$
T \Delta \omega \geq 2 \pi .
$$

All trace of the original phase has thus been destroyed by the experiment. Some atoms will have executed one rotation more than others, and all intermediate angles are possible. This does not follow if the apparatus is incapable of resolving the two beams, as then a may be less than $h / p d$.

Bohr ${ }^{\text {r }}$ has shown that the foregoing consideration resolves one of the paradoxes introduced by the assumption of stationary states. If a beam of atoms, all initially in the normal state, be excited to fluorescence by illumination with light of a resonance frequency, we are compelled to assume that they will radiate coherently. That is, each atom will scatter a spherical wave, whose phase is determined by that of the incident plane wave at the atom. The elementary spherical waves will then be so related that their superposition results in a refracted plane wave. From the observation of this wave it is impossible to determine the quantum state of the emitter-or even its atomic character. But if the beam leaves the illuminated region and is analyzed by means of an inhomogeneous field, only the beam of atoms in the excited state will be luminous. This beam will contain relatively few atoms, widely spaced compared to the probable length of the train of waves emitted. Their radiation must therefore be practically identical with that from independent point sources. This action of the magnetic field was quite incomprehensible as long as the assumption was retained that the resolving power of the apparatus could be increased indefinitely by decreasing the width of the beam of atoms.

[^15]
## CHAPTER III

## CRITIQUE OF THE PHYSICAL CONCEPTS OF THE WAVE THEORY

In the foregoing chapter the simplest concepts of the wave theory, which are well established by experiment, were assumed without question to be "correct." They were taken as the basis of a critique of the corpuscular picture, and it appeared that this picture is only applicable within certain limits, which were determined. The wave theory, as well, is only applicable with certain limitations, which will now be determined. Just as in the case of particles the limitations of a wave represenitation were not originally taken into account, so that historically we first encounter attempts to develop three-dimensional wave theories that could be readily visualized (Maxwell and de Broglie waves). For these theories the term "classical wave theories" will be used; they are related to the quantum theory of waves in the same way as classical mechanics to quantum mechanics. The mathematical scheme of the classical and quantum theories of waves will be found in the Appendix. (The reader must be warned against an unwarrantable confusion of classical wave theory with the Schrödinger theory of waves in a phase space.) After a critique of the wave concept has been added to that of the particle concept all contradictions between the two disappear-provided only that due regard is paid to the limits of applicability of the two pictures.
§ i. the uncertainty relations for waves
The concepts of wave amplitude, electric and magnetic field strengths, energy density, etc., were originally derived from primitive experiences of daily life, such as the observation of water waves or the vibrations of elastic bodies. These concepts are also widely applicable to light and even, as we now know, to matter waves. But since we also know that the concepts of the corpuscular theory are applicable to radiation and matter, it follows that the wave picture also has its limitations, which may be derived from the particle representation. These will now be considered, first for the case of radiation.

Before proceeding to the subject proper, however, we must first discuss briefly what is meant by an exact knowledge of a wave amplitude-for instance, that of an electric or magnetic field strength. Such an exact knowledge of the amplitude at every point of a region of space (in the strict mathematical sense) is obviously an abstraction that can never be realized. For every measurement can yield only an average value of the amplitude in a very small region of space and during a very short interval of time. Although it is perhaps possible in principle to diminish these space and time intervals without limit by refinement of the measuring instruments, nevertheless for the physical discussion of the concepts of the wave theory it is advantageous to introduce finite values for the space and time intervals involved in the measurements and only pass to the limit zero for these intervals at the end of the calculations. This is, in fact, exactly the procedure adopted in treating the mathematical theory of wave fields (cf. A, § 9). It is possible that future developments
of the quantum theory will show that the limit zero for such intervals is an abstraction without physical meaning; for the present, however, there seems no reason for imposing any limitations.

For precision of thought we therefore assume that our measurements always give average values over a very small space region of volume $\delta v=(\delta l)^{3}$, which depends on the method of measurement. Since it is a question of the measurement of the field strengths, light of wave-length $\lambda$ much less than $\delta l$ will not be detected by the experiment. The measurement gives, say, the values $E$ and $H$ for the field strengths (averaged over $\delta v$ ). If these values $E$ and $H$ were exactly known there would be a contradiction to the particle theory, since the energy and momentum of the small volume $\delta v$ are

$$
\begin{equation*}
E=\delta v \frac{\mathrm{I}}{8 \pi}\left(E^{2}+H^{2}\right), \quad G=\delta v \frac{\mathrm{I}}{4 \pi c} E \times H, \tag{37}
\end{equation*}
$$

and the right-hand members could be made as small as desired by taking $\delta v$ sufficiently small. This is inconsistent with the particle theory, according to which the energy and momentum content of the small volume is made up of discrete and finite amounts $h \nu$ and $h \nu / c$, respectively. For the highest frequency detectable $h \nu \leq$ ( $h c / \delta l$ ) so that it is clear that the right-hand members of equation (37) must be uncertain by just the magnitudes of these quanta ( $h \nu$ and $h \nu / c$ ) in order that there be no contradiction to the particle theory. Accordingly there must be uncertainty relations between the components of $E$ and $H$ which give rise to an uncertainty in the value of $E$ of the order of magnitude $h c / \delta l$ and in $G$
of the order of magnitude $h / \delta l$ when $E$ and $G$ are calculated by equations (37). Let $\Delta E$ and $\Delta H$ be the uncertainties in $E$ and $H$; then the uncertainties in $E$ and $G$ are

$$
\begin{aligned}
& \Delta E=\frac{\delta v}{8 \pi}\left\{2|E \cdot \Delta E|+2|H \cdot \Delta H|+(\Delta E)^{2}+(\Delta H)^{2}\right\}, \\
& \Delta G_{x}=\frac{\delta v}{4 \pi c}\left\{\left|(E \times \Delta H)_{x}\right|+\left|(\Delta E \times H)_{x}\right|+\left|(\Delta E \times \Delta H)_{x}\right|\right\},
\end{aligned}
$$

with cyclic permutation for the $y$ - and $z$-directions.
Since the most probable values of $E$ and $H$ may possibly be zero the terms on the right which contain only $\Delta E$ and $\Delta H$ must alone be sufficient to give the necessary uncertainty to $E$ and $\boldsymbol{G}$. This is attained if

$$
\begin{equation*}
\Delta E_{x} \Delta H_{y} \geq \frac{h c}{\delta v \delta l}=\frac{h c}{(\delta l)^{4}}, \tag{38}
\end{equation*}
$$

with cyclic permutation for the other components. These uncertainty relations refer to a simultaneous knowledge of $E_{x}$ and $H_{y}$ in the same volume element; in different volume elements $E_{x}$ and $H_{y}$ can be known to any degree of accuracy.

The relations (38), as in the case of the particle theory, can also be derived directly from the exchange relations for $E$ and $H$ (cf. A, $\S \S 9, ~ I 2$ ). If a division of space into finite cells of magnitude $\delta v$ is used, the integration with respect to $d v$ in the Lagrangian of A (97) becomes a sum over all the cells $\delta v$. The momentum conjugate to $\psi_{a}(r)$ in the $r$ th cell is then [cf. A(104)]

$$
\begin{equation*}
\delta v \frac{\partial L}{\partial \dot{\psi}_{a}(r)}=\delta v \Pi_{a}(r), \tag{39}
\end{equation*}
$$

and in place of A (III),

$$
\begin{equation*}
\Pi_{a}(r) \psi_{\beta}(s)-\psi_{\beta}(s) \Pi_{a}(r)=\delta_{a \beta} \delta_{r s} \frac{h}{2 \pi i} \mathrm{I}_{v} \tag{40}
\end{equation*}
$$

where $\delta_{r s}$ is now the usual $\delta$-function,

$$
\delta_{r s}=\left\{\begin{array}{l}
I \text { for } r=s, \\
0 \text { for } r \neq s .
\end{array}\right.
$$

In the limit $\delta v \rightarrow 0$ (40) becomes A(III).
From (40) and A(134) applied to the case of electric and magnetic fields it follows that

$$
\begin{equation*}
E_{\imath}(r) \Phi_{a}(s)-\Phi_{a}(s) E_{\imath}(r)=-2 h c i \delta_{r s} \delta_{a i} \frac{I}{\delta v} \tag{4I}
\end{equation*}
$$

When it is remembered that an uncertainty $\Delta \Phi_{k}$ gives an uncertainty of order of magnitude $\Delta \Phi_{k} / \delta l$ for the field strengths resulting from $\Phi_{k}$, it will be seen that (4r) leads immediately to the uncertainty relations (38).

Matter waves may be treated in an entirely sımilar way. It must be noted, however, that no experiment can ever measure the amplitude directly, as is evident from the fact that the de Broglie waves are complex. If exchange relations for the wave amplitudes are derived formally from those for $\psi$ and $\psi^{*}$, the result is, to be sure, a physically reasonable one in the case of the Bose-Einstein statistics. However, use of the experimentally correct Fermi-Dirac statistics gives the meaningless result that $\psi$ and $\psi^{*}$ cannot be exactly measured simultaneously at different points of space. It is thus highly satisfactory that there is no experiment which will measure $\psi$ at a given point at a given time. The mathematical reason for this is that even for the interaction of
radiation and matter the part of the Lagrangian referring to matter contains only terms of the form $\psi \psi^{*}$. From the considerations just given it can also be seen that the BoseEinstein statistics is a physical necessity for light-quanta if one makes the apparently very natural assumption that measurements of the electric and magnetic fields at different points of space must be independent of each other.
§ 2. DISCUSSION OF AN ACTUAL MEASUREMENT OF THE ELECTROMAGNETIC FIELD
As in the case of the corpuscular picture, it must be possible to trace the origin of the uncertainty in a measurement of the electromagnetic field to its experimental


Frg. 13
source. We therefore discuss an experiment which is capable of simultaneously measuring $E_{x}$ and $H_{z}$ in the same element of volume $\delta v$. This can be accomplished by the observation of the deflection in the direction of $x$ of two beams of cathode rays which traverse the volume in opposite directions along the $y$-axis (cf. Fig. I3). It may
be assumed that the width of both beams in the $z$-direction is $\delta l$, i.e., the whole width of the volume element, but their widths in the perpendicular direction must be less than this, say $d$, so that they may traverse $\delta v$ without mutual disturbance. If the distance between the two rays is of order of magnitude $\delta l$, the small inhomogeneities of the field in this direction are also averaged out; it would also be possible to vary the distance between them for this purpose. This experimental arrangement will enable the measurement of $E_{x}$ and $H_{5}$ in $\delta l$ provided only that the fields are not too inhomogeneous; should this condition not be fulfilled, the method is incapable of giving a definite result, for the field must not vary appreciably across the width of the rays, or else these will become diffuse and no simple method of determining the deflections is then available.

The angular deflection, $a$, of the rays in the distance $\delta l$ is to be observed, and the field can be calculated from the formulas

$$
a_{ \pm}=\frac{e}{p_{y}}\left(E_{x} \pm \frac{p_{y}}{\mu C} H_{z}\right) \frac{\mu \delta l}{p_{y}} .
$$

Because of the natural spreading of the matter rays, the accuracy of the measurements is given by

$$
\begin{equation*}
\Delta \boldsymbol{E}_{x} \geq \frac{h}{e d} \frac{p_{y}}{\mu \delta l}, \quad \Delta H_{z} \geq \frac{h}{e d} \frac{p_{v}}{\mu \delta l} \frac{\mu c}{p_{v}} . \tag{42}
\end{equation*}
$$

One essential factor remains to be considered, however. Each of the two electrons which pass through $\delta v$ simultaneously modifies the field, and hence the path of the other electron. The amount of this modification is uncertain to some extent, since it is not known at which point

## PRINCIPLES OF QUANTUM THEORY

in the cathode ray the electron is to be found. The uncertainty as to the actual fields which arises from this fact is thus

$$
\begin{equation*}
\Delta E_{x} \geq \frac{e d}{(\delta l)^{3}}, \quad \Delta H_{z} \geq \frac{e d}{(\delta l)^{3}} \frac{p_{y}}{\mu c}, \tag{43}
\end{equation*}
$$

whence

$$
\Delta E_{x} \Delta H_{z} \geq \frac{h c}{(\delta l)^{-\frac{4}{4}}}
$$

which was to be shown. It is to be noted that the simultaneous consideration of both the corpuscular and wave picture of the process taking place is again fundamental If the corpuscular picture of the cathode rays had not been invokeủ, and a continuous distribution of charge assumed as the picture of the rays, then the uncertainty (43) would have disappeared.

## CHAPTER IV

## THE STATISTICAL INTERPRETATION OF QUANTUM THEORY

## § I. MATHEMATICAL CONSIDERATIONS

It is instructive to compare the mathematical apparatus of quantum theory with that of the theory of relativity. In both cases there is an application of the theory of linear algebras. One can therefore compare the matrices of quantum theory with the symmetric tensors of the special theory of relativity. The greatest difference is the fact that the tensors of quantum theory are in a space of infinitely many dimensions, and that this space is not real but imaginary. The orthogonal transformations are replaced by the so-called "unitary" transformations. In order to obtain a picture of this space, we abstract from such differences, fundamental


Fig. I4 though they be. Then every quantum theoretical "quantity" is characterized by a tensor whose principal directions may be drawn in this space (cf. Fig. 14). In order to obtain a clear picture, one may recall the tensor of the moments of inertia of a rigid body. The principal directions are, in general, different for each quantity; only matrices which commute with one another have coincident principal directions. The exact knowledge of
the ranerical value of any dynamical variable corresponds to the determination of a definite direction in this space, in the same manner as the exact knowledge of the moment of inertia of a solid body determines the principal direction to which this moment belongs (it is assumed that there is no degeneracy). This direction is thus parallel to the $k$ th principal axis of the tensor $T$, along which the component $T_{k k}$ has the value measured. The exact knowledge of the direction (except for a factor of absolute magnitude unity) in unitary space is the maximum information regarding the quantum dynamical variable which can be obtained. Weyl ${ }^{\mathrm{r}}$ has called this degree of knowledge a determinate case (reiner Fall). An atom in a (non-degenerate) stationary state presents such a determinate case: The direction characterizing it is that of the $k$ th principal axis of the tensor $E$, which belongs to the energy value $E_{k k}$. There is obviously no significance to be attached to the terms "value of the coordinate $q$," etc., in this direction, just as the specification of the moment of inertia about an axis not coinciding with one of the principal directions is insufficient to determine any type of motion of the rigid body, no matter how simple. Only tensors whose principal axes coincide with those of $E$ have a value in this direction. The total angular momentum of the atom, for example, can be determined simultaneously with its energy. If a measurement of the value of $q$ is to be made, then the exact knowledge of the direction must be replaced by inexact information, which can be considered as a "mixture" of the original directions $E_{k k}$, each with a certain probability coefficient.

[^16]For example, the indeterminate recoil of the electron when its position is measured by a microscope converts the determinate case $E_{k k}$ into such a mixture (cf. chap. ii, § $2 a$ ). This mixture must be of such a kind that it may also be considered as a mixture of the principal directions of $q$, though with other probability coefficients. The measurement singles a particular value $q^{\prime}$ out of this as being the actual result. It follows from this discussion that the value of $q^{\prime}$ cannot be uniquely predicted from the result of the experiment determining $E$, for a disturbance of the system, which is necessarily indeterminate to a certain degree, must occur between the two experiments involved.

This disturbance is qualitatively. determined, however, as soon as one knows that the result is to be an exact value of $q$. In this case, the probability of finding a value $q^{\prime}$ after $E$ has been measured is given by the square of the cosine of the angle between the original direction $E_{k}$ and the direction $q^{\prime}$. More exactly one should say by the analogue to the cosine in the unitary space, which is $\left|S\left(E_{k}, q^{\prime}\right)\right|$. This assumption is one of the formal postulates of quantum theory and cannot be derived from any other considerations. It follows from this axiom that the values of two dynamical quantities are causally related if, and only if, the tensors corresponding to them have parallel principal axes. In all other cases there is no causal relationship. The statistical relation by means of probability coefficients is determined by the disturbance of the system produced by the measuring apparatus. Unless this disturbance is produced, there is no significance to be given the terms "value" or "probable value" of a variable in a
given direction of unitary space which is not parallel to a principal axis of the corresponding tensor. Thus one becomes entangled in contradictions if one speaks of the probable position of the electron without considering the experiment used to determine it (cf. the paradox of negative kinetic energy, chap. ii, § 2d). It must also be emphasized that the statistical character of the relation depends on the fact that the influence of the measuring device is treated in a different manner than the interaction of the various parts of the system on one another. This last interaction also causes changes in the direction of the vector representing the system in the Hilbert space, but these are completely determined. If one were to treat the measuring device as a part of the system-which would necessitate an extension of the Hilbert space-then the changes considered above as indeterminate would appear determinate. But no use could be made of this determinateness unless our observation of the measuring device were free of indeterminateness. For these observations, however, the same considerations are valid as those given above, and we should be forced, for example, to include our own eyes as part of the system, and so on. The chain of cause and effect could be quantitatively verified only if the whole universe were considered as a single system-but then physics has vanished, and only a mathematical scheme remains. The partition of the world into observing and observed system prevents a sharp formulation of the law of cause and effect. (The observing system need not always bé a human being; it may also be an inanimate apparatus, such as a photographic plate.) As examples of cases in which causal relations do exist
the following may be mentioned: The conservation theorems for energy and momentum are contained in the quantum theory, for the energies and momenta of different parts of the same system are commutative quantities. Furthermore, the principal axes of $q$ at time $t$ are only infinitesimally different from the principal axes of $q$ at time $t+d t$. Hence, if two position measurements are carried out in rapid succession, it is practically certain that the electron will be in almost the same place both times.

## § 2. INTERFERENCE OF PROBABILITIES

Many paradoxical conclusions may be deduced from the foregoing principles if the perturbation introduced by measuring instruments is not adequately considered. The following idealized experiment furnishes a typical example of such a paradox.

A beam of atoms, all of which are initially in the state $n$, is directed through a field $F_{\mathrm{I}}$ (Fig. I5). This field will
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cause transitions to other states if it is inhomogeneous in the direction of the beam, but will not separate atoms of one state from those in another. Let $S_{n m}^{\prime}$ be the transformation function for the transitions in the field $F_{\mathrm{I}}$ so that $\left|S_{n m}^{\prime}\right|^{2}$ is the probability of finding an atom in the state $m$ after it has emerged from the field $F_{1}$. Farther on the atoms encounter a second field $F_{2}$, similar in properties to $F_{\mathrm{r}}$ for which the corresponding transformation func-
tion is $S_{m l}^{\prime \prime}$. This field is again incapable of separating the atoms in different states, but beyond $F_{2}$ a determination of the stationary state is made by means of a third field of force. Now, for those atoms that are in the state $m$ after passing through $F_{\mathrm{I}}$ the probability of a transition to state $l$ on passing $F_{2}$ is given by $\left|S_{m}\right|^{2}$. Hence the probable fraction of the atoms in the state $l$ beyond $F_{2}$ should be given by

$$
\begin{equation*}
\sum_{m}\left|S_{n m}^{\prime}\right|^{2}\left|S_{m l}^{\prime \prime}\right|^{2} \tag{44}
\end{equation*}
$$

On the other hand, according to equation $\mathrm{A}(69)$, the transformation function for the combined fields $F_{I}$ and $F_{2}$ is $S_{n l}^{\prime \prime \prime}=\sum_{m} S_{n m}^{\prime} S_{m l}^{\prime \prime}$, which results in the value

$$
\begin{equation*}
\left|S_{n l}^{\prime \prime \prime}\right|^{2}=\left|\sum_{m} S_{n m}^{\prime} S_{m l}^{\prime \prime}\right|^{2} \tag{45}
\end{equation*}
$$

for the same probability as represented by equation (44).
The contradiction disappears when it is remarked that the formulas (44) and (45) really refer to two different experiments. The reasoning leading to (44) is correct only when an experiment permitting the determination of the stationary state of the atom is performed between $F_{\mathrm{r}}$ and $F_{2}$. The performance of such an experiment will necessarily alter the phase of the de Broglie wave of the atom in state $m$ by an unknown amount of order of magnitude one, as has been shown in chapter ii, § $2 d$. In applying (45) to this experiment each member $S_{n m}^{\prime} S_{m l}^{\prime \prime}$ in the summation must thus be multiplied by the arbitrary factor $\exp \left(i \varphi_{m}\right)$ and then averaged over all values of $\varphi_{m}$. This
phase average agrees with (44), which thus applies to this experiment. The rules of the calculus of probabilities can be applied to $\left|S_{n m}\right|^{2}$ only when the causal chain has actually been broken by an observation in the manner explained in the foregoing section. If no break of this sort has occurred it is not reasonable to speak of the atom as having been in a stationary state between $F_{\mathrm{I}}$ and $F_{2}$, and the rules of quantum mechanics apply.

Three general cases may be illustrated by this experiment, and they must be carefully distinguished in any application of the general principles. They are:

Case I: The atoms remain undisturbed between $F_{\text {I }}$ and $F_{2}$. The probability of observing the state $l$ beyond $F_{2}$ is then

$$
\left|\sum_{m} S_{n m}^{\prime} S_{m l}^{\prime \prime}\right|^{2}
$$

Case II: The atoms are disturbed between $F_{\mathrm{r}}$ and $F_{z}$ by the performance of an experiment which would have made possible the determination of the stationary state. The result of the experiment is not observed, however. The probability of the state $l$ is then

$$
\sum_{m}\left|S_{n m}^{\prime}\right|^{2}\left|S_{m l}^{\prime \prime}\right|^{2} .
$$

CASE III: The additional experiment of Case II is performed and its result is observed. The atom is known to have been in state $m$ while passing from $F_{\mathrm{I}}$ to $F_{2}$. The probability of the state $l$ is then given by

$$
\left|S_{m}^{\prime \prime}\right|^{2}
$$

The difference between Cases II and III is recognized in all treatments of the theory of probability, but the difference between I and II does not exist in classical theories which assume the possibility of observation without perturbation. When stated in a sufficiently generalized form, this distinction is the center of the whole quantum theory.
§ 3. BOHR'S CONCEPT OF COMPLEMENTARITY ${ }^{\text {I }}$
With the advent of Einstein's relativity theory it was necessary for the first time to recognize that the physical world differed from the ideal world conceived in terms of everyday experience. It became apparent that ordinary concepts could only be applied to processes in which the velocity of light could be regarded as practically infinite. The experimental material resulting from modern refinements in experimental technique necessitated the revision of old ideas and the acquirement of new ones, but as the mind is always slow to adjust itself to an extended range of experience and concepts, the relativity theory seemed at first repellantly abstract. None the less, the simplicity of its solution for a vexatious problem has gained it universal acceptance. As is clear from what has been said, the resolution of the paradoxes of atomic physics can be accomplished only by further renunciation of old and cherished ideas. Most important of these is the idea that natural phenomena obey exact laws-the principle of causality. In fact, our ordinary description of nature, and the idea of exact laws, rests on the assumption that it is

[^17]possible to observe the phenomena without appreciably influencing them. To co-ordinate a definite cause to a definite effect has sense only when both can be observed without introducing a foreign element disturbing their interrelation The law of causality, because of its very nature, can only be defined for isolated systems, and in atomic physics even approximately isolated systems cannot be observed. This might have been foreseen, for in atomic physics we are dealing with entities that are (so far as we know) ultimate and indivisible. There exist no infinitesimals by the aid of which an observation might be made without appreciable perturbation.

Second among the requirements traditionally imposed on a physical theory is that it must explain all phenomena as relations between objects existing in space and time. This requirement has suffered gradual relaxation in the course of the development of physics. Thus Faraday and Maxwell explained electromagnetic phenomena as the stresses and strains of an ether, but with the advent of the relativity theory, this ether was dematerialized; the electromagnetic field could still be represented as a set of vectors in space-time, however. Thermodynamics is an even better example of a theory whose variables cannot be given a simple geometric interpretation. Now, as a geometric or kinematic description of a process implies observation, it follows that such a description of atomic processes necessarily precludes the exact validity of the law of causality-and conversely. Bohr ${ }^{\text {r }}$ has pointed out that it is therefore impossible to demand that both require-

[^18]ments be fulfilled by the quantum theory. They represent complementary and mutually exclusive aspects of atomic phenomena This situation is clearly reflected in the theory which has been developed. There exists a body of exact mathematical laws, but these cannot be interpreted as expressing simple relationships between objects existing in space and time. The observable predictions of this theory can be approximately described in such terms, but not uniquely-the wave and the corpuscular pictures both possess the same approximate validity. This indeterminateness of the picture of the process is a direct result of the interdeterminateness of the concept "observation"it is not possible to decide, other than arbitrarily, what objects are to be considered as part of the observed system and what as part of the observer's apparatus. In the formulas of the theory this arbitrariness often makes it possible to use quite different analytical methods for the treatment of a single physical experiment. Some examples of this will be given later. Even when this arbitrariness is taken into account the concept "observation" belongs, strictly speaking, to the class of ideas borrowed from the experiences of everyday life. ${ }^{\text {r }}$ It can only be carried over to atomic phenomena when due regard is paid to the limitations placed on all space-time descriptions by the uncertainty principle.

The general relationships discussed here may be summarized in the following ${ }^{2}$ diagrammatic form:

[^19]
## CLASSICAL THEORY

Causal Relationships of Phenomena Described in Terms of Space and Time

QUANTUM THEORY

Either
Phenomena described
in terms of space and time

But
Uncertainty principle

$$
\begin{aligned}
& \text { Alternatives } \\
& \text { related } \\
& \text { statistically }
\end{aligned}
$$

## Or

$\left\{\begin{array}{l}\text { Causal relationship } \\ \text { expressed by mathe- } \\ \text { matical laws } \\ \text { But } \\ \text { Physical description of } \\ \text { phenomena in space- } \\ \text { time impossible }\end{array}\right.$

It is only after attempting to fit this fundamental complementarity of space-time description and causality into one's conceptual scheme that one is in a position to judge the degree of consistency of the methods of quantum theory (particularly of the transformation theory). To mold our thoughts and language to agree with the observed facts of atomic physics is a very difficult task, as it was in the case of the relativity theory. In the case of the latter, it proved advantageous to return to the older philosophical discussions of the problems of space and time. In the same way it is now profitable to review the fundamental discussions, so important for epistemology, of the difficulty of separating the subjective and objective aspects of the world. Many of the abstractions that are characteristic of modern theoretical physics are to be found discussed in the philosophy of past centuries. At that time these abstractions could be disregarded as mere mental exercises by those scientists whose only concern was with reality, but today we are compelled by the refinements of experimental art to consider them seriously.

## CHAPTER V

## DISCUSSION OF IMPORTANT EXPERIMENTS

In the preceding chapters the principles of the quantum theory have all been discussed, but a real understanding of them is obtainable only through their relation to the body of experimental facts which the theory must explain This is particularly true of the general principle of complementarity. A discussion of further experiments of a less idealized type than those previously used to illustrate the separate principles is therefore necessary at this point.
§ r. the c. t. R. WILSON EXPERIMENTS
The essential features of the C. T. R. Wilson photographs may be most easily explained with the help of the classical corpuscular picture. This explanation is also completely justified from the standpoint of the quantum theory. The uncertainty relations are not essential to the explanation of the primary fact of the rectilinearity of the tracks of a-particles. It is always correct to apply the classical theory to such semi-macroscopic phenomena, and the quantum theory is necessary only for the explanation of the finer features.

Nevertheless it will be profitable to discuss the quantum theory of the Wilson photograph. We encounter at once the arbitrariness in the concept of observation already mentioned, and it appears purely as a matter of expediency whether the moleculcs to be ionized are re-
garded as belonging to the observed system or to the observing apparatus. Consider first the latter alternative. The system to be observed then consists of one a-particle only, and the position measurement resulting from the ionization will be represented in the mathematical scheme of the theory by a probability packet $\left|\psi\left(q^{\prime}\right)\right|^{2}$ in the coordinate space $q=x, y, z$, of the $a$-particle. The calculation will be carried out only for one of the three degrees of freedom.

If the time of this determination be taken as $t=0$, and if a previous determination at a known time is also available, the momentum of the particle at time $t=0$ may be determined: let $\bar{p}$ and $\bar{q}$ denote the most probable values of the momentum and co-ordinate at this time, and $\Delta p$, $\Delta q$ the probable errors. The value of the uncertainty product will be considerably greater than $h$ in any actual case, but we may assume that $\Delta p \Delta q=h / 2 \pi$ (cf. the remarks concerning scintillation measurements, chap. ii, § $2 a$ ). This is a determinate case; it is then known [eq. (I5)] that

$$
\psi\left(q_{0}^{\prime}\right)=e^{-\left(q_{0}^{\prime}-\bar{y}\right)^{2} / 2(\Delta q)^{2}-\frac{2 \pi i}{h} \tilde{p}\left(q^{\prime}-\bar{q}\right)} .
$$

(The index $\circ$ indicates that $q_{o}^{\prime}$ is the value of the coordinate at $t=0$.) The quantum theoretical equations of motion are then

$$
\begin{aligned}
& p=p_{0}=\text { Const. } \\
& \dot{q}={ }_{\mu}^{\mathrm{I}} p
\end{aligned}
$$

Although $p$ and $q$ do not commute, the latter equation may nevertheless be integrated ${ }^{\mathrm{r}}$ to

$$
q=\frac{I}{\mu} p t+q_{0} .
$$

To obtain the probability amplitude $\psi\left(q^{\prime}\right)$ at time $t$ the transformation function must be calculated from A(4I) and $\mathrm{A}(42)$ :

$$
\left(\frac{t}{\mu} \frac{h}{2 \pi i} \frac{\partial}{\partial q_{0}^{\prime}}+q_{0}^{\prime}\right) S\left(q_{0}^{\prime} q^{\prime}\right)=q^{\prime} S\left(q_{0}^{\prime} q^{\prime}\right)
$$

The solution of this equation is

$$
\begin{equation*}
S\left(q_{0}^{\prime} q^{\prime}\right)=e^{\frac{2 \pi \mu \mu^{\prime}}{h t} q^{\prime} q_{0}^{\prime}-q_{0}^{\left.\prime_{0}^{2} / 2\right)}} \tag{46}
\end{equation*}
$$

by $\mathrm{A}(69)$ the distribution at time $t$ is then to be found from

$$
\psi\left(q^{\prime}\right)=\int_{-\infty}^{+\infty} \psi\left(q_{0}^{\prime}\right) S\left(q_{0}^{\prime} q^{\prime}\right) d q_{0}^{\prime}
$$

which becomes, on evaluation of the integral,

$$
\begin{equation*}
\psi\left(q^{\prime}\right)=b e^{\left[\bar{q}+2\left(q^{\prime}-\bar{p} t / \mu\right)\right]^{2} /\left[2(\Delta q)^{2}(x+2 / \beta)\right]}, \tag{47}
\end{equation*}
$$

where

$$
\beta=\frac{h}{2 \pi} \frac{t}{\mu} \frac{\mathrm{I}}{(\Delta q)^{2}}=\Delta p \frac{t}{\mu \Delta q} .
$$

It follows that

$$
\begin{equation*}
\left|\psi\left(q^{\prime}\right)\right|^{2}=b^{\prime} e^{-\left(q^{\prime}-p^{\prime} t / \mu-\bar{q}\right)^{2} /\left([\Delta q)^{2}+(t \Delta p / \mu)^{2}\right]} . \tag{48}
\end{equation*}
$$

${ }^{1}$ Kennard, Zeitschrift für Physik, 44, 326, 1927.
'The most probable value for $q^{\prime}$ is thus $(t / \mu) \bar{p}+\bar{q}$, which is the result to be expected on the classical theory. The mean square error $(\Delta q)^{2}+(t \Delta p / \mu)^{2}$ for $q^{\prime}$ is made up of two terms corresponding to the uncertainties in $q_{0}^{\prime}$ and $p_{0}^{\prime}$; its value again agrees with that which would be calculated classically.

If these methods are applied to all three degrees of freedom, $x, y, z$, it is seen at once that the path of the center of the probability packet is a straight line. It is to be noted, however, that this result applies only while the a-particle is undisturbed in its motion. Each successive ionization of a water molecule transforms the packet (48) into an aggregate of such packets (Case II, p. 6I). If the ionization is accompanied by an observation of the position, a smaller probability packet of the same form as (48) but with new parameters is separated out of the aggregate (Case III, p. 6r). This forms the starting-point of a new orbit-and so on. The angular deviations between successive orbital segments are determined by the relative momenta of the particle and the atomic electron with which it interacts, which accounts for the differences between the paths of $\alpha$ - and $\beta$-particles.

As regards the formal aspect of the foregoing calculations, it may be noted that the transformation from $q_{0}^{\prime}$ to $q^{\prime}$ can also be carried out by way of the energy. By equation $\mathrm{A}(70)$ :

$$
S\left(q_{0}^{\prime} q^{\prime}\right)=\int S\left(q_{0}^{\prime} E\right) S\left(E q^{\prime}\right) d E,
$$

and therefore

$$
\psi\left(q^{\prime}\right)=\int S\left(E q^{\prime}\right) d E \int \psi\left(q_{0}^{\prime}\right) S\left(q_{0}^{\prime} E\right) d q_{0}^{\prime} .
$$

The functions $S\left(q^{\prime} E\right), S\left(E q_{0}^{\prime}\right)$ are the normalized Schrödinger wave functions for the free electron; the function $\psi\left(q^{\prime}\right)$ can thus be built up by superposition of such Schrödinger functions. This method has been used by Darwin in an investigation of the motion of probability packets.

To complete this discussion we shall finally carry through a mathematical treatment of the Wilson photographs under the assumption that the molecules to be ionized are regarded as part of the system. This procedure is more complicated than the preceding method, but has the advantage that the discontinuous change of the probability function recedes one step and seems less in conflict with intuitive ideas. In order to avoid complication we consider only two molecules and one $\alpha$-particle, and suppose the centers of mass of the former to be fixed at the points $x_{1}, y_{1}, z_{1} ; x_{2}, y_{2}, z_{2}$. The $\alpha$-particle is in motion with the momenta $p_{x}, p_{y}, p_{z}$, and its co-ordinates are $x, y, z$. The co-ordinates of the electrons in the molecules may be denoted by the single symbols $q_{\mathrm{r}}$ and $q_{2}$, respectively; the configuration space will thus involve only $x, y, z, q_{\mathrm{r}}$, and $q_{2}$. We inquire for the probability that both molecules will be ionized and show that it is negligibly small unless the line joining them has nearly the same direction as the vector ( $p_{x} p_{y} p_{z}$ ). All interaction between the two molecules will be neglected, and their interaction with the $a$-particle will be treated as a perturbation; ${ }^{1}$ the energy of this interaction may be written

$$
\left.\begin{array}{rl}
H^{(\mathrm{I})}(\mathrm{I})+H^{(\mathrm{x})}(2)= & H^{(\mathrm{x})}\left(x-x_{\mathrm{x}}, y-y_{\mathrm{I}}, z-z_{\mathrm{x}}, q_{\mathrm{x}}\right)  \tag{49}\\
& +H^{(\mathrm{x})}\left(x-x_{2}, y-y_{2}, z-z_{2} ; q_{2}\right),
\end{array}\right\}
$$

[^20]regarded as operators acting on the Schrödinger function. The wave equation is then
\[

\left.$$
\begin{array}{r}
\underbrace{-\frac{h^{2}}{8 \pi^{2} \mu} \nabla^{2} \psi}_{a \text {-Particle }}+\underbrace{H^{0}\left(q_{\mathrm{I}}\right) \psi+H^{\circ}\left(q_{2}\right) \psi}_{\text {Molecules }}+\underbrace{\epsilon\left[H^{(\mathrm{I})}(\mathrm{x})+H^{(\mathrm{r})}(2)\right] \psi}_{\text {Interaction }}  \tag{50}\\
+\frac{h}{2 \pi i} \frac{\partial \psi}{\partial t}=0,
\end{array}
$$\right\}
\]

in which $\nabla^{2}=\partial^{2} / \partial x^{2}+\partial^{2} / \partial y^{2}+\partial^{2} / \partial z^{2}, H^{0}\left(q_{2}\right)$ is the energy operator of the molecule $i$, and $\epsilon$ is the perturbation parameter in powers of which the wave function is to be expanded: $\psi=\psi^{(0)}+\epsilon \psi^{(\mathrm{I})}+\epsilon^{2} \psi^{(2)} \ldots$. Substituting this series into the wave equation and equating each power of $\epsilon$ to zero, we obtain

$$
\left.\begin{array}{r}
-\frac{h^{2}}{8 \pi^{2} \mu} \nabla^{2} \psi^{(0)}+H^{(0)}(\mathrm{I}) \psi^{(0)}+H^{(0)}(2) \psi^{(0)}+\frac{h}{2 \pi i} \frac{\partial \psi^{(0)}}{\partial t}- \\
=0, \\
-\frac{h^{2}}{8 \pi^{2} \mu} \nabla^{2} \psi^{(\mathrm{I})}+H^{(0)}(\mathrm{I}) \psi^{(\mathrm{I})}+H^{(0)}(2) \psi^{(\mathrm{I})}+\frac{h}{2 \pi i} \frac{\partial \psi^{(\mathrm{I})}}{\partial t} \\
=-\left[H^{(\mathrm{I})}(\mathrm{I})+H^{(\mathrm{I})}(2)\right] \psi^{(0)}, \\
-\frac{h^{2}}{8 \pi^{2} \mu} \nabla^{2} \psi^{(2)}+H^{(0)}(\mathrm{I}) \psi^{(2)}+H^{(0)}(2) \psi^{(2)}+\frac{h}{2 \pi i} \frac{\partial \psi^{(2)}}{\partial t} \\
=-\left[H^{(\mathrm{I})}(\mathrm{I})+H^{(\mathrm{I})}(2)\right] \psi^{(\mathrm{I})} \\
\hline
\end{array}\right\}
$$

The characteristic solutions of the first equation are

$$
\begin{equation*}
\psi^{(0)}=e^{\frac{2 \pi i}{h} p \cdot x} \varphi_{n_{x}}\left(q_{\mathrm{r}}\right) \varphi_{n_{3}}\left(q_{2}\right) e^{-\mathrm{-}^{2 \pi 2} E^{(0)} t}, \tag{52}
\end{equation*}
$$

where

$$
\begin{equation*}
H^{(0)}(q) \varphi_{n}(q)=E_{n} \varphi_{n}(q), \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
E^{0}=\frac{I}{2 \mu} p^{2}+E_{n_{\mathrm{t}}}+E_{n_{2}} . \tag{54}
\end{equation*}
$$

These solutions correspond to the case in which the momentum of the $a$-particle is known to be exactly $p$, its position therefore entirely unknown, while the molecules are known to be in the states $n_{\mathrm{r}}, n_{2}$, respectively. All interaction is neglected, and the problem is to determine how the interaction modifies this state of affairs.

This may be solved by determining $\psi^{(r)}, \psi^{(2)}$ according to the method of Born. These quantities are first expanded in terms of the orthogonal functions $\varphi_{m_{\mathrm{r}}}\left(q_{\mathrm{z}}\right)$ $\varphi_{m_{2}}\left(q_{2}\right)$,

$$
\begin{equation*}
\psi^{(2)}=\sum_{m_{\mathrm{s}}} \sum_{m_{\mathrm{a}}} v_{m_{\mathrm{m}} m_{\mathrm{a}}}^{(2)} \varphi_{m_{\mathrm{s}}}\left(q_{\mathrm{I}}\right) \varphi_{m_{\mathrm{s}}}\left(q_{\mathrm{z}}\right), \tag{55}
\end{equation*}
$$

in which the $v_{m_{m} m_{2}}^{(2)}$ are of course functions of $x, y, z$, and $t$. The significance of these quantities is that

$$
\begin{equation*}
\left|\sum_{i} \epsilon^{i} v_{m_{1} v_{2}}^{(i)}\right|^{2} \tag{56}
\end{equation*}
$$

is the probability of observing the molecule I in the state $m_{\mathrm{x}}$, molecule 2 in the state $m_{2}$, and the electron at $x, y, z$.

Substituting equation (55) for $i=1$ into the first of equations (5x), we obtain

$$
\begin{aligned}
\left(-\frac{h^{2}}{8 \pi^{2} \mu} \nabla^{2}+E_{n_{2}}\right. & \left.+E_{n_{2}}+\frac{h}{2 \pi i} \frac{\partial}{\partial t}\right) v_{n_{n} m_{2} m_{2}}^{(x)} \\
& =-\left[h_{n_{2} m_{2}}(\mathrm{I}) \delta_{n_{2} m_{2}}+h_{n_{2} m_{2}}(2) \delta_{n_{n_{2}} m_{3}}\right]^{\frac{2 \pi i}{h}\left[p \cdot x-E^{\circ} t\right]}
\end{aligned}
$$

in which the abbreviations

$$
\left.\begin{array}{l}
h_{n_{1} m_{\mathrm{I}}}(\mathrm{I})=\int \varphi_{m_{\mathrm{I}}}^{*}\left(q_{\mathrm{I}}\right) H^{(\mathrm{I})}(\mathrm{I}) \varphi_{n_{\mathrm{I}}}\left(q_{\mathrm{I}}\right) d q_{\mathrm{I}}  \tag{57}\\
h_{m_{2} m_{\mathrm{I}}}(2)=\int \varphi_{m_{\mathrm{I}}}^{*}\left(q_{2}\right) H^{(\mathrm{I})}(2) \varphi_{m_{\mathrm{a}}}\left(q_{z}\right) d q_{2}
\end{array}\right\}
$$

have been used. The co-ordinates $q_{\mathrm{I}}$ and $q_{2}$ have thus been eliminated from further consideration; the functions $h(\mathrm{I}), h(2)^{\prime}$ are functions of $x, y, z$, and of $x_{1}, y_{\mathrm{r}}, z_{\mathrm{x}}$ or $x_{2}, y_{2}, z_{2}$, respectively. These equations may be further simplified by writing

$$
v_{m_{2} m_{2}}^{(\mathrm{I})}(x y z t)=w_{m_{2} m_{2}}^{(\mathrm{I})}(x y z) e^{-\frac{2 \pi i}{h} E^{0} t}
$$

whence

$$
\begin{equation*}
\left(\nabla^{2}+k_{m_{\mathrm{z}} m_{2}}^{2}\right) w_{m_{2} m_{2}}^{(\mathrm{I})}=\frac{8 \pi^{2} \mu}{h^{2}}\left(h_{n_{2} m_{\mathrm{z}}}(\mathrm{I}) \delta_{n_{2} m_{3}}+h_{n_{2} m_{2}}(2) \delta_{n_{2} m_{2}}\right) e^{\frac{2 \pi i}{h} p \cdot x} \tag{58}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{h^{2}}{8 \pi^{2} \mu} k_{m_{1} m_{2}}^{2}=\left[E_{n_{\mathrm{s}}}+E_{n_{2}}+\frac{\mathrm{I}}{2 \mu} p^{2}-E_{m_{\mathrm{s}}}-E_{m_{2}}\right] \tag{59}
\end{equation*}
$$

In this expression the kinetic energy of the $\alpha$-particle is so much greater than the other terms that, to a sufficient approximation, we may take

$$
\begin{equation*}
k_{m_{\mathrm{s}} m_{\mathrm{z}}}^{2}=k^{2}=\frac{4 \pi^{2} p^{2}}{h^{2}}=\frac{4 \pi^{2}}{\lambda_{0}^{2}} . \tag{60}
\end{equation*}
$$

Equations (58) are then all of the form

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) w_{m_{s} m_{a}}^{(\mathrm{T})}=\rho_{m_{2} m_{2}}(x y z), \tag{6I}
\end{equation*}
$$

which is the ordinary equation of wave-motion; $\rho_{m_{2} m_{3}}(x y z)$ is the density of the oscillators producing the wave, and,
as it is complex, also determines their phase The solution of equation (6I) is given by Huyghen's principle:

$$
w_{m=m_{2}}^{(1)}=\iiint \rho_{m_{1} m_{2}}\left(x^{\prime} y^{\prime} z^{\prime}\right){ }_{R}^{e^{-\imath k R}} d x^{\prime} d y^{\prime} d z^{\prime}
$$

where $R$ is the distance from $x^{\prime}, y^{\prime}, z^{\prime}$ to $x, y, z$.
Since, according to (58), $\rho_{m_{1} m_{2}}$ is zero unless $m_{\mathrm{x}}=n_{\mathrm{I}}$ or $m_{2}=n_{2}$, all the $w_{m_{1} m_{2}}^{(\mathrm{T})}$ will be zero except $w_{m_{1} n_{2}}^{(\mathrm{T})}$ and $w_{n_{1} m_{2}}^{(\mathrm{T}}$; to the first approximation, only one of the two
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molecules will be excited. This is in agreement with the classical theory, which says that the probability of two collisions is of second order. The character of the functions $w_{n_{1} m_{2}}^{(\mathrm{I})}$ and $w_{m_{3} n_{2}}^{(\mathrm{I})}$ is readily determined qualitatively; by equation (57)

$$
\rho_{m_{\mathrm{x}} n_{\mathrm{a}}}=\frac{8 \pi^{2} \mu}{h^{2}} h_{n_{2} m_{\mathrm{x}}}\left(x-x_{\mathrm{x}}, y-y_{\mathrm{x}}, z-z_{\mathrm{x}}\right) e^{2 \pi{ }^{2} \boldsymbol{p} p \cdot x}
$$

The (fictitious) oscillators producing the wave are thus all located in the region $\Gamma_{\mathrm{r}}$ about $x_{\mathrm{I}}, y_{\mathrm{r}}, z_{\mathrm{I}}$ (cf. Fig. I6) in
which $h_{n_{2} m_{\mathrm{I}}}$ is appreciably different from zero. They vibrate coherently, their phase being determined essentially by the factor $e^{\frac{2 \pi}{h} \nu^{p \cdot x}}$; in the figure the lines of equal phase are drawn perpendicular to $p$. They are spaced at distances $\lambda_{0}$. According to equation (6I) the wave-length emitted by the oscillators is also $\lambda_{0}$, and a simple application of Huyghen's principle shows that the wave disturbance will have an appreciable amplitude only in the conical region which is shaded and whose axis is in the direction of $p$. The cross-section of this region near $x_{\mathrm{I}}, y_{\mathrm{r}}$, $z_{\mathrm{I}}$ is determined by the cross-section of the molecule: $\Gamma_{\mathrm{I}}$. Its angular opening also depends on $\Gamma_{\mathrm{r}}$, being greater when $\Gamma_{\mathrm{I}}$ is small-i.e., the uncertainty relation $\Delta p_{x} \Delta x \sim$ $h / 2 \pi$ is fulfilled. Similar considerations apply to $w_{n_{2}}^{(1)}$, it is different from zero only in a beam originating in $\Gamma_{2}$ and also having the direction $p$.

We now pass to the second approximation: $v_{m_{2} m_{2}}^{(2)}$ may also be written $w_{m_{1} m_{2}}^{(2)} \exp (-2 \pi i / h) E^{0} t$ and equation (5r) reduces to

$$
\begin{align*}
\left(\nabla^{2}+k^{2}\right) w_{m_{1} m_{2}}^{(2)} & =\frac{8 \pi^{2} \mu}{h^{2}}\left\{\sum_{l} w_{l m_{m}}^{(\mathrm{I})} h_{l m_{\mathrm{a}}}(\mathrm{I})+\sum_{l} w_{m_{1} l}^{(\mathrm{I})} h_{m_{l} l}(2)\right\},  \tag{62}\\
& =-\frac{8 \pi^{2} \mu}{h^{2}}\left\{w_{n_{1} m_{2}}^{(\mathrm{I})} h_{n_{2} m_{3}}(\mathrm{I})+w_{m_{1} n_{3}}^{(\mathrm{I})} h_{m_{2} n_{2}}(2)\right\}
\end{align*}
$$

The right-hand side of this equation will always be practically zero unless one of the two molecules lies in the beam originating at the other, for $\tilde{v}_{n_{3} m_{2}}^{\left(\mathrm{I}_{2}\right.}$ is different from zero only in the beam originating in $\Gamma_{2}$ and $h_{n_{2} m_{3}}(\mathrm{I})$ only in $\Gamma_{\mathrm{r}}$. Unless these two regions intersect, the first term will be zero; similarly the second term. Thus the prob-
ability of simultaneous ionization or excitation of the two atoms will vanish even in the second approximation unless the line joining their centers of gravity is practically parallel to the direction of motion of the $\alpha$-particle. These considerations may be extended to the case of any number of molecules without essential modification. For each additional molecule the approximation must be carried one step farther, but the principles and results will be the same. It has thus been proved that the ionized molecules will lie practically on straight lines, and that the deviations from rectilinearity satisfy the uncertainty relations. In thus including the molecules in the observed system, it has not been necessary to introduce the discontinuously changing probability packet, but if we wish to consider the methods by which the excitation of the molecule can actually be observed, these discontinuous changes (now of a probability packet in the configuration space $x, y, z, q_{\mathrm{x}}, q_{2}$ ) will again play a rôle.

## § 2. DIFFRACTION EXPERIMENTS

The diffraction of light or matter (Davisson-Germer, Thomson, Rupp, Kikuchi) by gratings may be explained most simply by the aid of the classical wave theories. The application of space-time wave theories to these experiments is justified from the point of view of the quantum theory, since the uncertainty relations do not in any way affect the purely geometrical aspects of the waves, but only their amplitude (cf. chap. iii, § r). The quantum theory need only be invoked when discussing the dynamical relations involving the energy and momentum content of the waves.

The quantum theory of the waves being thus certainly in agreement with the classical theory in so far as the geometric diffraction pattern is concerned, it seems useless to prove it by detailed calculation. On the other hand, Duane has given an interesting treatment of diffraction phenomena from the quantum theory of the corpuscular picture. We imagine for simplicity that the corpuscle is reflected from a plane ruled grating, whose constant is $d$.

Let the grating itself be movable. Its translation in the $x$-direction may be looked upon as a periodic motion, in so far as only the interaction of the incident particles with the grating is considered; for the displacement of the whole grating by an amount $d$ will not change this interaction. Thus we may conclude that the motion of the grating in this direction is quantized and that its momentum $p_{x}$ may assume only the values $n h / d$ (as follows at once from the earlier form of the theory: $\int p d q=n h$ ). Since the total momentum of grating and particle must remain unchanged, the momentum of the particle can be changed only by an amount $m h / d$ ( $m$ an integer):

$$
p_{x}^{\prime}=p_{x}+\frac{m h}{d} .
$$

Furthermore, because of its large mass, the grating cannot take up any appreciable amount of energy, so that

$$
p_{x}^{\prime 2}+p_{y}^{\prime 2}=p_{x}^{2}+p_{y}^{2}=p^{2} .
$$

If $\theta$ is the angle of incidence, $\theta^{\prime}$ that of reflection, we have

$$
\cos \theta=\frac{p_{y}}{p}, \quad \cos \theta^{\prime}=\frac{p_{y}^{\prime}}{p},
$$

whence

$$
\sin \theta^{\prime}-\sin \theta=\frac{m h}{p d} .
$$

From equation $A(83)$ for the wave-length of the wave associated with a particle it then follows that

$$
d\left(\sin \theta^{\prime}-\sin \theta\right)=m \lambda,
$$

in agreement with the ordinary wave theory.
The dual characters of both matter and light gave rise to many difficulties before the physical principles involved were clearly comprehended, and the following paradox was often discussed. The forces between a part of the grating and the particle certainly diminish very rapidly with the distance between the two. The direction of reflection should therefore be determined only by those parts of the grating which are in the immediate neighborhood of the incident particle, but none the less it is found that the most widely separated portions of the grating are the important factors in determining the sharpness of the diffraction maxima. The source of this contradiction is the confusion of two different experiments (Cases I and II, p. 6I). If no experiment is performed which would permit the determination of the position of the particle before its reflection, there is no contradiction with observation if the whole of the grating does act on it. If, on the other hand, an experiment is performed which determines that the particle will strike on a section of length $\Delta x$ of the grating, it must render the knowledge of the particle's momentum essentially uncertain by an amount $\Delta p \sim h / \Delta x$. The direction of its reflection will therefore
become correspondingly uncertain. The numerical value of this uncertainty in direction is precisely that which would be calculated from the resolving power of a grating of $\Delta x / d$ lines. If $\Delta x \ll d$ the interference maxima disappear entirely; not until this case is reached can the path of the particle properly be compared with that expected on the classical particle theory, for not until then can it be determined whether the particle will impinge on a ruling or on one of the plane parts of the surface, etc.
§ 3. THE EXPERIMENT OF EINSTEIN AND RUPP ${ }^{\text {r }}$
Another paradox was thought to be presented by the following experiment: An atom (canal ray) is made to pass a slit $S$ of width $d$ with the velocity $v$, and emits light while doing so. This light is analyzed by a spectroscope behind $S$. Since the light can reach the spectroscope only during the time $t=d / v$, the train of waves to be analyzed has a finite length, and the spectroscope will show it as a line whose width corresponds to a frequency range

$$
\Delta \nu=\frac{\mathrm{I}}{t}=\frac{v}{d} .
$$

On the other hand, the corpuscular theory seems to prohibit such a broadening. The atom emits monochromatic radiation, the energy of each particle of which is $h \nu$, and the diaphragm (because of its great mass) will not be able to change the energy of the particles.

The fallacy lies in neglecting the Doppler effect and the diffraction of the light at the slit. Those photons which reach $P$ from the atom are not all emitted perpendicularly

[^21]to the canal ray; the angular aperture of the beam of photons is $\sin a \sim \lambda / d$ because of the diffraction. The Doppler change of frequency due to this is
$$
\Delta \nu=\sin a \frac{v}{c} \nu
$$
or
$$
\Delta \nu=\frac{\lambda v}{c d} \nu=\frac{v}{d}
$$
in agreement with the previous result. In this experiment the exact validity of the energy law for corpuscles is thus in conformity with the requirements of classical optics.
§ 4. EMISSION, ABSORPTION, AND DISPERSION
OF RADIATION
a) Application of the conservation laws.-The postulate of the existence of stationary states, combined with the
 theory of photons, is sufficient to give a qualitative explanation


Fig. 17 of the interaction of atoms and radiation. This was the first decisive success of the Bohr theory. The most important results of this theory may be briefly summarized here. Let the stationary states of the atom be numbered x, 2, $3 \ldots n \ldots$ (Fig. $\mathrm{I}_{7}$ ), counting from the normal state. An atom in state 3, for example, can spontaneously perform a transition to state 2 , and emit a photon of energy $h \nu_{32}=E_{3}-E_{2}$. In the
same way, an atom in state 1 may absorb a photon of energy $h \nu_{3 \mathrm{r}}=E_{3}-E_{\mathrm{x}}$ and thus be excited to the state 3. It must be emphasized that these statements are to be taken quite literally, and not as having only a symbolic significance, for it is possible (e.g., by a SternGerlach experiment) to determine the stationary state of the atoms both before and after the emission. It therefore follows that the intensity of an emission line is proportional to the number of atoms in the upper of the two states associated with it, while the intensity of an absorption line is proportional to the number of atoms in the lower state. These results, which have certainly been amply confirmed by experiment, are entirely characteristic of the quantum theory and can be deduced from no classical theory, either of the wave or particle representation, since even the existence of discrete energy values can never be explained by the classical theory.

An exactly similar situation is met with in the case of scattering. If an atom in state I is excited by a photon $h \nu$ it can re-emit the same light quantum without change of state (the mass of the nucleus being assumed infinite), or it can send out the light quantum of energy $h \nu^{\prime}=$ $h \nu-E_{2}+E_{\mathrm{x}}$ by transition to state 2 (Smekal ${ }^{\mathrm{I}}$ transition; see Fig. 18). The intensity of both kinds of scattered light is proportional to the number of atoms in state I. If an atom in state 2 is irradiated with light of frequency $\nu$ it can emit a photon of energy $h \nu^{\prime}=h \nu+E_{2}-E_{\mathrm{I}}$ of shorter wave-length by transition to state I , and again the intensity of this "anti-Stokes" scattered light is propor-

[^22]tional to the number of atoms in state 2 This has been confirmed by Raman's ${ }^{\mathrm{r}}$ experiments.
b) Correspondence principle and the method of virtual charges.-The postulate of stationary states and the theory of photons, because of their very nature, cannot yield any information either regarding the interference of the emitted light or even regarding the a priori prob-


Fig 18 ability of the transitions involved The interference properties can be completely accounted for by the classical wave theory, but it is in turn unable to account for the transitions. To treat these successfully a self-consistent quantum theory of radiation is necessary. It is true that an ingenious combination of arguments based on the correspondence principle can make the quantum theory of matter together with a classical theory of radiation furnish quantitative values for the transition probabilities, i.e., either by the use of Schrödinger's virtual charge density or its equivalent, the element of the matrix representing the electric dipole moment of the atom. Such a formulation of the radiation problem is far from satisfactory, however, and easily leads to false conclusions. These

[^23]methods may only be applied with the greatest caution, as the following examples may illustrate.

Consider first the case of an atom containing a single electron, and whose nucleus has an infinite mass. If $x \equiv$ $(x, y, z)$ be the co-ordinate of the electron, and $\psi_{0}(x)$ the Schrodinger function, then

$$
\begin{equation*}
-e x_{n m}=-e \int x \psi_{n} \psi_{m}^{*} d \tau \tag{63}
\end{equation*}
$$

is the element of the matrix representing the dipole moment of the atom. This matrix can enter, strictly speaking, only into calculations based on the principles of the quantum theory of the electron, which in no way involve radiation. It may none the less be interpreted as the dipole moment of the virtual oscillator producing the radiation which is emitted during the transition $n \rightarrow m$. This may be deduced from the correspondence principle by remembering that it has been shown that $x_{n m} \rightarrow x_{n}(n-m)$ in the limit of large quantum numbers, where $x_{n}(n-m)$ is a Fourier coefficient of the classical motion. It may thus be presumed that $x_{n m}$ will enter into the formulas determining the intensity of the radiation in the same way as $x_{n}(n-m)$, i.e., that $\left|x_{n m}\right|^{2}$ will be the a priori probability of the transition $n \rightarrow m$. It must be emphasized that this is a purely formal result; it does not follow from any of the physical principles of quantum theory.

It may be made plausible by another consideration which brings out its unsatisfactory character more clearly. It has been pointed out that the solutions $\psi_{n}$ of the Schrodinger equation are first approximations to the solutions of the classical matter-wave equations [cf. A(8)]. Denoting by $\psi^{c}$ a true solution of the latter, the radiation
from the charge distribution thus represented will be determined by its dipole moment

$$
-e \int \psi^{c} \psi^{c *} x d \tau
$$

provided the extension of this distribution is small compared to the wave-length of the radiation emitted. Now

$$
\psi^{c} \sim \sum_{n} a_{n} \psi_{n} e^{-\frac{2 \pi i}{h} E_{n} t}
$$

whence the radiation, calculated by means of this classical distribution, should be determined by

$$
\begin{equation*}
-e \sum_{n m} a_{n} a_{m}^{*} x_{n m} e^{\frac{2 \pi i}{h}\left(E_{n}-E_{m}\right) t} \tag{64}
\end{equation*}
$$

This formula is certainly wrong since it is derived from a purely classical theory; the intensity of the radiation of frequency $\left(E_{n}-E_{m}\right) / n$ depends on the coefficient $a_{m}$ of the final state, as well as on $a_{n}$ of the initial state. This is in direct contradiction to Bohr's fundamental postulate. The contradiction may be eliminated by arbitrarily dissecting the sum into its separate terms, omitting the offending factors and relating each term to the upper level. The formula (63) for the moment of the virtual dipole associated with the transition then appears once more.
c) The complete treatment of radiation and matter.-The consistent treatment of radiation phenomena requires the simultaneous application of the quantum theory to radiation and matter, in which case it is naturally immaterial whether the particle or wave representation is used.

Dirac, ${ }^{\text { }}$ in his radiation theory, employs the language of the particle representation, but makes use of conclusions drawn from the wave theory of radiation in his derivation of the Hamiltonian function. The fundamental ideas of this theory are briefly outlined here.

The atom will be represented by a single electron moving in an electrostatic force field $\phi_{0}$. The relativistically invariant equation of the one electron problem is, according to Dirac ${ }^{2}$ ( $\phi_{0}$ scalar potential, $\phi_{i}[i=1,2,3]$, electromagnetic potentials),

$$
\begin{equation*}
p_{0}+\frac{e}{c} \phi_{0}+a_{2}\left(p_{2}+\frac{e}{c} \phi_{2}\right)+a_{4} m c=0 \tag{65}
\end{equation*}
$$

or

$$
\begin{equation*}
H=-e \phi_{0}-a_{2} c\left(p_{2}+\frac{e}{c} \phi_{2}\right)-a_{4} m c^{2} . \tag{66}
\end{equation*}
$$

(The usual summation convention is adopted.) Here, as before, the $p_{2}$ 's are the momenta canonically conjugate to the $q_{i}$, and the a's are operators which satisfy the equations

$$
\begin{equation*}
a_{\imath} a_{k}+a_{k} a_{i}=2 \delta_{2 k} ; \quad a_{\imath} a_{4}+a_{4} a_{\imath}=0 ; \quad a_{4}^{2}=\mathrm{I} \tag{67}
\end{equation*}
$$

From the equations of motion it follows that

$$
\begin{equation*}
\dot{p}_{2}=-\frac{\partial H}{\partial q_{i}}=a_{k} c \frac{\partial \phi_{k}}{\partial x_{i}} ; \quad \dot{q}_{i}=\frac{\partial H}{\partial p_{2}}=-a_{2} c . \tag{68}
\end{equation*}
$$

Except for a factor ( $-c$ ) the $a_{2}$ 's are thus identical with the velocity matrices. From (66) it follows that the inter-

[^24]action energy of atoms and radiation field can be written in the simple form
\[

$$
\begin{equation*}
-a_{2} e \phi_{2}=\frac{e}{c} \dot{q}_{2} \phi_{2} . \tag{69}
\end{equation*}
$$

\]

The Hamiltonian function of the complete system atom plus radiation field is thus

$$
\begin{equation*}
H_{\text {total system }}=H_{\text {atoom }}+\frac{e}{c} \dot{q}_{\imath} \phi_{2}+H_{\text {radzation feld }} . \tag{70}
\end{equation*}
$$

The problem is brought into a simple mathematical form by assuming the radiation field to be in an inclosure, thus providing an orthogonal system of functions on solution of the Maxwell equations subject to the appropriate boundary conditions. The $\phi_{2}$ may be developed in this system, and the coefficients [cf. A(123) and (124)] may be written in the form

$$
a_{r}=e^{-\frac{2 \pi i}{h} \theta_{r}} N_{r}^{\mathrm{I} / 2}
$$

where $N_{r}$ is the number of light quanta belonging to the $r$ th characteristic vibration. The total energy of the radiation field before considering its interaction with the atom is simply

$$
\begin{equation*}
H_{\text {radaation feld }}=\sum_{r} N_{r} h \nu_{r} . \tag{7I}
\end{equation*}
$$

In the development of the $\phi_{2}$ in the orthogonal system the individual terms still depend on the position of the atom in the inclosure. Since the dependence averages out in the final result when the inclosure is sufficiently large, it is convenient to introduce a mean-square amplitude ob-
tained by averaging the square of the true amplitude over all possible positions of the atom This yields the following expression for $\phi_{2}$ :

$$
\begin{equation*}
\phi_{\imath}=\left(\frac{h}{2 \pi c}\right)^{\mathrm{I} / 2} \sum_{r} \cos a_{2 r}\left(\frac{\nu_{r}}{\sigma_{r}}\right)^{\mathrm{I} / 2}\left[N_{r}^{\mathrm{T} / 2} e^{\frac{2 \pi i}{h} \theta_{r}}+e^{-\frac{2 \pi i}{h} \theta_{r}} N_{r}^{\mathrm{I} / 2}\right] . \tag{72}
\end{equation*}
$$

Here $\alpha_{\imath r}$ is the angle between the electric vector of the $r$ th characteristic vibration and the $q_{\imath}$-axis, and $\sigma_{r}$ is the number of characteristic vibrations in the frequency interval $\Delta \nu_{r}$ and solid angle $\Delta \omega_{r}$ divided by $\Delta \nu_{r} \Delta \omega_{r}$. Thus the Hamiltonian function for the complete system is

$$
\left.\begin{array}{rl}
H & =H_{\text {atom }}+\sum_{r} N_{r} h \nu_{r} \\
& +\frac{e}{c}\left(\frac{h}{2 \pi c}\right)^{1 / 2} \sum_{r} \dot{q}_{r}\left(\frac{\nu_{r}}{\sigma_{r}}\right)^{\mathrm{T} / 2}\left[N_{r}^{\mathrm{T} / 2} e^{2 \pi i} \theta_{r} \theta^{-\frac{2 \pi i}{h} \theta_{r}} N_{r}^{\mathrm{I} / 2}\right],
\end{array}\right\}(73)
$$

where $\dot{q}_{r}$ is the component of the vector $\dot{q}$ in the direction of the electric vector of the $r$ th characteristic vibration.

From equation (73) all the results obtained above by the use of the conservation laws may immediately be deduced. Thus the constancy of $H$ may be proved as in the Appendix (§ I, p. 12I), and it further follows that for the emission or absorption of a light quantum $h \nu_{r}$ the essential factor is the matrix element of $\dot{q}_{r}$ corresponding to the transition concerned. Except for certain numerical factors which will not be calculated here the transition probability is given directly by the square of this matrix element. If the calculation is carried out (the interaction terms being regarded as perturbations), emission and absorption processes appear as first-order effects and dis-
persion phenomena as second order. For the details of the calculation the reader is referred to the papers of Dirac. ${ }^{\text {r }}$

The formulation of the Hamiltonian of the radiation problem in equation (73) has the disadvantage that it does not appear to involve the interference and coherence properties of the radiation. This is only the case, however, when mean amplitudes are used, as in the foregoing. If the correct amplitudes resulting from the development of the $\Phi_{2}$ in the orthogonal functions are retained, then the fact that these functions are solutions of the Maxwell equations assures interference and coherence properties for the radiation that correspond to the Maxwell equations. For example, solutions of the Maxwell equations appear as factors of the quantities $a_{r}$ in A (II3) and these factors disappear at the position occupied by the atom when the vector potential vanishes there because of interference. Thus there will be no absorption of light in regions where there would be none according to the classical interference theory. From these considerations it follows at once that the classical wave theory is sufficient for the discussion of all questions of coherence and interference.

## § 5. interference and the conservation laws

It is very difficult for us to conceive the fact that the theory of photons does not conflict with the requirements of the Maxwell equations. There have been attempts to avoid the contradiction by finding solutions of the latter which represent "needle" radiation (unidirectional

[^25]beams), but the results could not be satisfactorily interpreted until the principles of the quantum theory had been elucidated. These show us that whenever an experiment is capable of furnishing information regarding the direction of emission of a photon, its results are precisely those which would be predicted from a solution of the Maxwell equations of the needle type (cf. the reduction of wave-packets, II, § $2 c$ ).

As an example, the recoil produced by the emission of a photon will be discussed. Let an atom go from stationary state $n$ to $m$ with the emission of a photon, and an appropriate change of its total momentum. As we are only concerned with the coherence properties of the emitted radiation, we use the correspondence-principle method, in which the radiation is calculated classically. As source of the radiation we take a charge distribution which is modeled after the expression which would be given by the classical theory of matter waves. The atom will be supposed to consist of one electron (of mass $\mu$, charge $-e$, co-ordinates $r_{e}$ ) and a nucleus (of mass $M$, charge $+e$, co-ordinates $r_{n}$ ). The Schrödinger function of the $n$th state, in which the atom has the total momentum $P$, is

$$
e^{\frac{2 \pi i}{h} P \cdot \boldsymbol{r}_{c}} \psi_{n}\left(\boldsymbol{r}_{e}-\boldsymbol{r}_{n}\right) e^{\frac{2 \pi t}{h} E t},
$$

where $r_{c}=\left(\mu r_{e}+M r_{n}\right) /(\mu+M)$ is the vector to the center of gravity of the atom. If the matrix element of the probability density associated to the transition $n \rightarrow m, \boldsymbol{P} \rightarrow \boldsymbol{P}^{\prime}$, $E \rightarrow E^{\prime}$, be calculated, one obtains

$$
e^{\frac{2 \pi i}{h}\left(\boldsymbol{P}-\boldsymbol{P}^{\prime}\right) \cdot r_{c}} \psi_{n}\left(\boldsymbol{r}_{e}-r_{n}\right) \psi_{m}^{*}\left(\boldsymbol{r}_{e}-\boldsymbol{r}_{n}\right) e^{-\frac{2 \pi i}{h}\left(E-E^{\prime}\right) t}
$$

By averaging over the co-ordinates of the nucleus, one obtains the charge density due to the electron, by averaging over the co-ordinates of the electron, that due to the nucleus; the total charge density is their sum. This density is to be considered as the virtual source of the emitted radiation, at least in so far as its coherence properties are concerned. The two component densities are [the common factor $e$ is omitted, $r=r_{e}-r_{n}$ is the variable of integration, $d v$ the volume element, and $\gamma=M /(\mu+M)$ ]

$$
\begin{aligned}
& \rho_{e}=e^{2 \pi z}\left(\boldsymbol{P}-\boldsymbol{P}^{\prime}\right) \cdot r_{e} \int e^{2 \pi i} \gamma\left(\boldsymbol{P}-\boldsymbol{P}^{\prime}\right) \cdot r_{n} \psi_{n} \psi_{m}^{*} d v \cdot e^{2 \pi i}\left(E-E^{\prime}\right) t
\end{aligned},
$$

The total density is thus

$$
\rho=\text { Const. } e^{2 \pi t^{h}\left[\left(P-P^{\prime}\right) \cdot r-\left(E-E^{\prime}\right)\right]}
$$

in which the value of the constant does not interest us. The current densities are given by analogous expressions. The radiation emitted by these charges is to be calculated from the retarded potentials:

$$
\Phi_{0}=\int \rho\left(t-R^{\prime} / c\right) / R^{\prime} \cdot d v
$$

is the scalar potential and analogous expressions may be obtained for the vector potentials $\Phi_{2}$ ( $R^{\prime}$ is the distance from the point of integration, $r$, to the point of observation $R$ ). The result is therefore
$\Phi_{0}=$ Const. $\int \frac{\exp \frac{2 \pi i}{\hbar}\left[\left(P-P^{\prime}\right) \cdot r-\left(E-E^{\prime}\right)\left(t-R^{\prime} / c\right)\right]}{R^{\prime}} d v$.

If one supposes that an experiment has determined the position of the atom with a given accuracy (the value of the momentum $P$ must then be correspondingly uncertain), then this means that the density $\rho$ is given by the foregoing expression only in a finite volume $\Delta v$, and is zero elsewhere. If the radiation at a great distance from $\Delta v$ is required, $R^{\prime}$ may be expanded in terms of $R$ (the co-ordinates of the point of observation) and $r$ (the coordinates of the point of integration):

$$
R^{\prime}=R-R_{\mathrm{r}} \cdot r,
$$

where $R_{\mathrm{r}}=R / R$. The scalar potential is then given by

$$
\Phi_{0}=\text { Const. } e^{\frac{2 \pi i}{h^{i}}(t-R / c)} \int(\mathrm{I} / R) e^{\frac{2 \pi i}{h}\left(P-P^{\prime}-h \nu R_{\mathrm{x}} / c\right) \cdot r} d v,
$$

in which $h \nu=E-E^{\prime}$.
The integral is appreciably different from zero only in that regions for which the factor of $r$ in the exponential is less in absolute magnitude than the reciprocal of $\Delta l$, the linear dimension of $\Delta v$. In all other regions, the radiation from different portions of $\Delta v$ is destroyed by interference. Hence

$$
\cdot P-P^{\prime}=h \nu R_{\mathrm{x}} / c \pm h / \Delta l,
$$

and the atom recoils with the momentum $h \nu R_{\mathrm{I}} / c$ (except for the natural uncertainty $h / \Delta l)$. If the direction of recoil is determined by some experimental procedure, the emitted radiation thus behaves like a unidirectional beam. This is only a special case, however, which is realized only when $P$ and $P^{\prime}$ are determined with sufficient accuracy, and the co-ordinates of the center of gravity are
correspondingly unknown. The other extreme is realized when the experiment fixes the position of the atom more precisely than $\Delta l=h /\left|P-P^{\prime}\right|=c / \nu$, i.e., more precisely than one wave-length of the emitted radiation. The expression for $\Phi_{0}$ then represents a regular spherical wave and no conclusions can be drawn concerning the recoil, since its uncertainty is greater than its probable value.

This example illustrates very clearly how the quantum theory strips even the light waves of the primitive reality which is ascribed to them by the classical theory. The particular solution of the Maxwell equation which represents the emitted radiation depends on the accuracy with which the co-ordinates of the center of mass of the atom are known.

## § 6. THE COMPTON EFFECT AND THE EXPERIMENT OF COMPTON AND SIMON

There are analogous relations in the theory of the Compton effect, but even though the calculations are the same as those of the preceding paragraph, a summary of the essential results will be given here. It is more interesting to consider bound electrons than free electrons, for then (if one assumes the position of the stationary atomic nucleus as given) there is a certain a priori knowledge concerning the position of the scattering electron. The laws of conservation result in the equations

$$
\left.\begin{array}{c}
h \nu+E=h \nu^{\prime}+E^{\prime}  \tag{74}\\
\frac{h \nu}{c} e \pm \sim \Delta p=\frac{h \nu^{\prime}}{c} e^{\prime}+p^{\prime},
\end{array}\right\}
$$

The unprimed letters refer to variables before the collision, and the primed ones to variables after the collision;
$p$ is the linear momentum of the electron, and $\boldsymbol{e}$ and $\boldsymbol{e}^{\prime}$ signify unit vectors in the direction of motion of the light quantum; $\Delta p$ gives the range of momentum of the electron in the atom. If $\sim \Delta p$ is small compared with $p$ and $h \nu / c$, then ( 74 ) enables correspondingly exact conclusions regarding the relation between the directions $\boldsymbol{e}^{\prime}$ and $\boldsymbol{p}^{\prime}$ to be drawn. If, for example, $p^{\prime}$ be measured in a Wilson chamber, then the radiation will have all the properties of needle radiation, since the direction of emission of the light quantum is determined. If $p^{\prime} \gg \Delta p$, then the translational wave function may be regarded as that of a plane wave, namely, $\exp 2 \pi i / h \cdot\left(p^{\prime} \cdot r-E^{\prime} t\right)$, where $r$ is the vector specifying the position of the electron. Let the wave function of the unperturbed state $E$, which will be assumed to be the normal state, be $\psi_{E}(r) \exp 2 \pi i / h \cdot E t$, where $\psi_{E}$ is different from zero in an interval $\Delta l[\Delta l \cdot \Delta p \sim h]$.

These wave functions are perturbed by the incident wave of frequency $\nu$, and the perturbation function is a periodic space function of wave-length $\lambda=c / \nu$. Therefore, as the final result for the perturbed charge distribution, one obtains an expression of the form

$$
\begin{aligned}
\rho & \left.=c f_{E}(r) e^{-\frac{2 \pi i}{h} E t} e^{2 \pi i} \frac{(r \cdot e}{h}-\nu t\right)
\end{aligned} e^{-\frac{2 \pi i}{h}\left(\rho \cdot r-E^{\prime}\right)}, \quad(75)
$$

Where $f_{E}$ is different from zero only in the interval $\Delta l$. If one writes the retarded potentials for points at a great distance from the atom, then ${ }^{1}$

$$
\begin{equation*}
\Phi_{0}(R)=c e^{-2 \pi i \nu^{\prime}\left(t-\frac{R}{c}\right)} \int_{\mathrm{atom}} \frac{d v^{\prime}}{R^{\prime}} f_{E}\left(r^{\prime}\right) e^{\frac{2 \pi i}{h}\left(\frac{h \nu}{c} e-p^{\prime}-\frac{h \nu^{\prime}}{c} e^{\prime}\right) \cdot r^{\prime}} . \tag{76}
\end{equation*}
$$

[^26]In this equation $h \nu^{\prime}=E-E^{\prime}+h \nu, r^{\prime}$ is the vector to the point of integration, $R$ to the point of observation, and $R^{\prime}=R-r^{\prime}$. The time factor in equation (76) shows that the frequency of the scattered radiation is $\nu^{\prime}$ and corresponds to that of equation (74). Furthermore, the integral on the right-hand side of equation (76) vanishes because of interference, if the factor of $r^{\prime}$ is materially greater than the reciprocal atomic diameter. Accordingly, since $\Delta l \Delta p \sim h$,

$$
\begin{equation*}
\frac{h \nu}{c} e=\frac{h \nu^{\prime}}{c} e^{\prime}+p^{\prime} \pm \sim \Delta p, \tag{77}
\end{equation*}
$$

in agreement with the second equation of (74). The scat= tered radiation behaves, therefore, in so far as its coherence properties are concerned, like needle radiation. However, the direction of the light quantum is not exactly prescribed, which may be regarded as a consequence of the indeterminateness of the momentum in the original stationary state. This indeterminateness can be diminished if one experiments with more loosely bound electrons, but then the atomic cross-section will be correspondingly greater. If one applies the considerations to an excited state, then $\Delta l \Delta p \sim n h$ appears in place of $\Delta l \Delta p \sim h$ and in the evaluation of the retarded potentials one must take the number of nodes of $\psi\left(r^{\prime}\right)$ into account. Since this involves only nonessential complications, we have confined ourselves to the normal state.

If one wishes to explain the Geiger-Bothe experiment on the simultaneity of emission of recoil electron and scattered photon, then if the correspondence principle methods sketched here are used, one must deal with
charge distributions which radiate only during a definite time interval. The initial state of the electron will be given, by a wave-packet at rest, whose size depends on the experimental arrangement. The final state will be represented by a morning wave-packet, and the charge density, given by the product of the two wave functions, will then be different from zero only during the time the two packets overlap. The radiation produced will then be a finite wave train moving in a definite direction. A more consequent explanation of the Geiger-Bothe experiment, even though it is equivalent in all its essential points, can only be obtained from the quantum theory of radiation. Moreover, as already shown, in this theory the laws of conservation applied to light quanta and electrons hold, so that one can, without any misgivings, use the customary corpuscular theory of this experiment.

## § 7. RADIATION FLUCTUATION PHENOMENA

The large mean-square fluctuations, which belong to a corpuscular theory, are contained in the mathematical framework of the quantum theory, as shown in the Appendix. It is especially instructive, however, to study the relations between the various physical pictures with which the quantum theory operates by calculating the fluctuation of a radiation field. Let there be given a black cavity, of volume $V$, containing radiation in temperature equilibrium. The mean energy $\overline{\mathbb{E}}$ contained in a small volume element $\Delta V$ in the frequency range between $\nu$ and $\nu+\Delta \nu$ is, according to Planck's formula,

$$
\begin{equation*}
\overline{\mathbb{E}}=\frac{8 \pi^{2} h \nu}{c^{3}} \frac{\Delta v \Delta V}{e^{h \nu / k T}-\mathrm{I}} ; \tag{78}
\end{equation*}
$$

$k$ is the Boltzmann constant and $T$ the temperature. According to general thermodynamic laws, ${ }^{x}$ the following relation holds for the mean-square fluctuation of $\mathbb{E}$ :

$$
\overline{\Delta \mathbb{E}^{2}}=k T^{2} \frac{d \overline{\mathbb{E}}}{d T}
$$

Substituting into equation ( 78 ), it was shown by Einstein that

$$
\begin{equation*}
\overline{\Delta \mathbb{E}^{2}}=\underbrace{h \nu \overline{\mathbb{E}}}_{\text {corpuscle }}+\underbrace{\frac{c^{3}}{8 \pi^{2} \nu^{2} \Delta \nu \Delta V} \tilde{\mathbb{E}}^{2}}_{\text {wave }} \tag{79}
\end{equation*}
$$

This value for the mean-square fluctuation can only be derived partially with the help of the classical theory. The corpuscular viewpoint yields

$$
\begin{equation*}
\overline{\sqrt{\boldsymbol{E}}}=h \nu \bar{n} . \tag{80}
\end{equation*}
$$

The classical particle theory thus results only in the first part of formula (79). The classical wave theory of radiation, on the other hand, leads exactly to the second part of (79). The calculations for this will be given later in connection with the quantum theory. Thus, the quantum theory proper is necessary for the derivation of formula (79), in which it is naturally immaterial whether one uses the wave or the corpuscular picture.

If, in particular, one treats the problem by means of the configuration space of the particles (although it is true that this has not been done in a detailed manner for

* J. W. Gibbs, Elementary Principles in Statistical Mechanics, pp. 7072, 1902.
light quanta), then one must note that the whole term system of the problem can be subdivided into non-combining partial systems, from which a definite one can be chosen as a solution. Because of the exchange relations (84), which become apparent from the corresponding uncertainty relations, that term system must be taken whose characteristic functions are symmetric in the co-ordinates of the light quanta. This choice leads to the Bose statistics for the light quanta and also, as Bose ${ }^{\mathrm{x}}$ has shown, to equation (78).

If the wave picture be used, then one obtains the number of light quanta corresponding to the vibration concerned from the amplitudes of the characteristic vibrations, and therefore the same mathematical scheme. In order to avoid unnecessary complications in the calculations, let us treat a vibrating string of length $l$ instead of the black radiation cavity. Let $\varphi(x, t)$ be its lateral displacement, and $c$ the velocity of sound in the string. The Lagrangian function becomes

$$
\begin{equation*}
L=\frac{1}{2}\left[\frac{I}{c^{2}}\left(\frac{\partial \varphi}{\partial t}\right)^{2}-\left(\frac{\partial \varphi}{\partial x}\right)^{2}\right] \tag{8I}
\end{equation*}
$$

whence (A § 9)

$$
\begin{equation*}
\Pi=\frac{I}{c^{2}} \frac{\partial \varphi}{\partial t}, \tag{82}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{H}=\frac{1}{2} \int_{0}^{l}\left\{c^{2} \Pi^{2}+\left(\frac{\partial \varphi}{\partial x}\right)^{2}\right\}=\frac{1}{2} \int_{0}^{l}\left\{\frac{1}{c^{2}}\left(\frac{\partial \varphi}{\partial t}\right)^{2}+\left(\frac{\partial \varphi}{\partial x}\right)^{2}\right\} d x . \tag{83}
\end{equation*}
$$

The following exchange relations are to be used:

$$
\begin{equation*}
\Pi(x) \varphi\left(x^{\prime}\right)-\varphi\left(x^{\prime}\right) \Pi(x)=\delta\left(x-x^{\prime}\right) \frac{h}{2 \pi i} \tag{84}
\end{equation*}
$$

[^27]With the introduction of

$$
\varphi(x, t)=\sqrt{\frac{2}{l}} \sum_{k} q_{k}(t) \sin \frac{k \pi x}{l},
$$

$\bar{H}$ goes over into

$$
\begin{equation*}
\bar{H}=\frac{1}{2} \sum_{k}\left\{\frac{\mathrm{x}}{c^{2}} \dot{q}_{k}^{2}+\left(\frac{k \pi}{l}\right)^{2} q_{k}^{2}\right\} . \tag{85}
\end{equation*}
$$

On introducing the momenta associated to $q_{k}$,

$$
\begin{equation*}
p_{k}=\frac{\mathrm{I}}{c^{2}} \dot{q}_{k}, \tag{86}
\end{equation*}
$$

equation (84) becomes

$$
\begin{equation*}
p_{k} q_{l}-q_{l} p_{k}=\delta_{k l} \frac{h}{2 \pi i} \tag{87}
\end{equation*}
$$

or

$$
\left.\begin{array}{l}
p_{k}=\sqrt{\frac{k \pi}{l}} \sqrt{\frac{h}{2 \pi}}\left\{N_{k}^{\frac{1}{k}} e^{\frac{2 \pi i}{h} \theta_{k}}+e^{-\frac{2 \pi i}{h} \theta_{k}} N_{k}^{\frac{1}{k}}\right\}  \tag{88}\\
q_{h}=\sqrt{\frac{k \pi}{l}} \sqrt{\frac{h}{2 \pi}}\left\{N_{\bar{k}} e^{\frac{2 \pi i}{h} \theta_{k}}-e^{-\frac{2 \pi i}{h} \theta_{k}} N_{k}^{\frac{1}{k}}\right\} \frac{\mathrm{x}}{\bar{i}} .
\end{array}\right\}
$$

The characteristic frequencies of the string are $\nu_{k}=$ $k(c / 2 l)$, and therefore

$$
\begin{equation*}
\bar{H}=\sum_{k} h \nu_{k}\left(N_{k}+\frac{1}{2}\right) . \tag{89}
\end{equation*}
$$

For the energy in a small section ( $0, a$ ) of the string, one obtains, however,

$$
\begin{align*}
& \mathbb{E}=\frac{\mathrm{I}}{l} \int_{0}^{a} \sum_{j, k}\left\{\frac{\mathrm{I}}{c^{2}} \dot{q}_{,} \dot{q}_{k} \sin \frac{j \pi x}{l} \sin \frac{k \pi x}{l}\right. \\
&\left.+q_{,} q_{k} j k\left(\frac{\pi}{l}\right)^{2} \cos \frac{j \pi x}{l} \cos \frac{k \pi x}{l}\right\} d x . \tag{90}
\end{align*}
$$

If the terms of this sum with $j=k$ be singled out, then under the explicit hypothesis that the wave-lengths to be considered are all small with respect to $a$, one obtains the value

$$
\overline{\mathbb{E}}={ }_{l}^{a} \bar{H} .
$$

One thus finds the fluctuation $\Delta \mathbb{E}=\mathbb{E}-\overline{\mathbb{E}}$ by neglecting the terms with $j=k$ in ( 90 ). The integration results in

$$
\begin{equation*}
\Delta \mathbb{E}=\frac{\mathrm{I}}{2 l} \sum_{\jmath \neq k}\left\{\frac{\mathrm{I}}{c^{2}} \dot{q} \dot{q}_{k} K_{\mu l}+j k\left(\frac{\pi}{l}\right)^{2} q_{q} q_{h} K_{\jmath k}^{\prime}\right\}, \tag{9I}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
K_{\jmath h}=c \frac{\sin \left(\nu_{\jmath}-\nu_{h}\right) a / c}{\nu_{2}-\nu_{k}}-c \frac{\sin \left(\nu_{1}+\nu_{k}\right) a / c}{\nu_{1}+\nu_{k}},  \tag{92}\\
K_{j k}^{\prime}=c \frac{\sin \left(\nu_{\jmath}-\nu_{k}\right) a / c}{\nu_{1}-\nu_{k}}+c \frac{\sin \left(\nu_{\jmath}+\nu_{k}\right) a / c}{\nu_{1}+\nu_{k}}
\end{array}\right\}
$$

Accordingly, the mean-square fluctuation is given by

$$
\begin{aligned}
& \left.+\left(\frac{\pi}{l}\right)^{2}{ }_{c^{2}}{ }^{2}\left(\bar{q}, \dot{q}_{j}, \overline{q_{k} \dot{q}_{k}}+\overline{\dot{q}_{j} q_{j}} \overline{\dot{q}_{k} q_{k}}\right) K_{j k} K_{j k}^{\prime}\right\}
\end{aligned}
$$

The sums over $j$ and $k$ may be replaced by an integral over the frequencies $\nu_{j}$ and $\nu_{k}$, respectively, if it be assumed that the string $l$ is very long, so that its characteristic frequencies are close together. In addition, one finally assumes that $a$ is large and uses the relation

$$
\begin{equation*}
\lim _{a \rightarrow \infty} \frac{\mathrm{I}}{a} \int_{-\nu_{\mathrm{L}}}^{\nu_{z}} \frac{\sin ^{2} \nu a}{\nu^{2}} f(\nu) d \nu=\pi f(0) \tag{93}
\end{equation*}
$$

if $\nu_{\mathrm{x}}>0, \nu_{2}>0$. The double integral then becomes a simple integral and one finds that

$$
\begin{align*}
\overline{\Delta \overline{\mathbb{E}}^{2}}=\frac{a}{c} \int d \nu\left\{\frac{\mathrm{I}}{c^{4}}\left(\overline{\bar{q}_{\nu}^{2}}\right)^{2}+\right. & {\left[\left(\frac{2 \pi \nu}{c}\right)^{2} \overline{q_{\nu}^{2}}\right]^{2} } \\
& \left.+\frac{\mathrm{x}}{c^{2}}\left(\frac{2 \pi \nu}{c}\right)^{2}\left[\left(\overline{\left(\overline{q_{\nu}}\right.}\right)^{2}+\left(\overline{\dot{q}_{\nu} q_{\nu}}\right)^{2}\right]\right\} . \tag{94}
\end{align*}
$$

Because of the exchange relations (84),

$$
\begin{equation*}
\overline{q_{\nu} \dot{\dot{q}}_{\nu}}=-\overline{\dot{q}_{\nu} q_{\nu}}=c^{2} \frac{h}{4 \pi i}, \tag{95}
\end{equation*}
$$

so that

$$
\begin{equation*}
\overline{\mathbb{E}}=\frac{a}{l} \int d \nu Z_{\nu} h \nu\left(N_{\nu}+\frac{1}{2}\right) \tag{96}
\end{equation*}
$$

where $Z_{\nu} d \nu$ denotes the number of characteristic frequencies in the interval $d \nu$, or, in this case, $Z_{\nu}=2 l / c$. If the integral be taken over the frequency interval $\Delta \nu$, one obtains

$$
\begin{gather*}
\overline{\mathbb{E}}=\frac{a}{l} Z_{\nu} \Delta \nu h \nu\left(N_{\nu}+\frac{1}{2}\right),  \tag{97}\\
\overline{\Delta \overline{\mathbb{E}}^{2}}=\frac{a}{c} \Delta \nu\left[\frac{1}{2}\left(\frac{\overline{\mathbb{E}_{c}}}{a \Delta \nu}\right)^{2}-\frac{1}{2}(h \nu)^{2}\right] . \tag{98}
\end{gather*}
$$

One then subdivides $\overline{\mathbb{E}}$ into the thermal energy $\overline{\mathbb{E}^{*}}$ and the zero point energy:

$$
\overline{\mathbb{E}}=\overline{\mathbb{E}^{*}}+\frac{a}{l} Z_{\nu} \Delta \nu \frac{h \nu}{2}=\overline{\mathbb{E}^{*}}+a \Delta \nu h \nu,
$$

and finds

$$
\begin{align*}
\overline{\Delta \mathbb{E}^{2}} & =\frac{a}{2 c} \Delta \nu\left[\left(\frac{\overline{\mathbb{E}^{*}} c}{a \Delta \nu}\right)^{2}+2 \frac{\overline{\mathbb{E}^{*} c}}{a \Delta \nu} h \nu\right] \\
& =h \nu \overline{\mathbb{E}}^{*}+\frac{\overline{\mathbb{E}^{*}}}{\Delta \nu} Z_{\nu} \frac{a}{l} . \tag{99}
\end{align*}
$$

This value corresponds exactly to formula (79). The corresponding relation in the classical wave theory may be obtained by passing to the limit $h=0$ in (99). The classical wave theory thus leads only to the second term of equation (99). The quantum theory, which one can interpret as a particle theory or as a wave theory as one sees fit, leads to the complete fluctuation formula.

## § 8. RELATIVISTIC FORMULATION OF THE QUANTUM THEORY

The conditions imposed on all physical theories by the principle of relativity have been neglected in most of the foregoing discussions, and consequently the results obtained are applicable only under those conditions in which the velocity of light may be regarded as infinite. The reason for this neglect is that all relativistic effects belong to the terra incognita of quantum theory; the physical principles which have been elucidated in this book must be valid in this region also and thus it seemed proper not to obscure them with questions that cannot be aswered definitely at the present time. None the less, this book would be incomplete without a brief discussion of the attempts to construct theories which shall embody both sets of principles, and the difficulties which have arisen in these attempts.

Dirac ${ }^{1}$ has set up a wave equation which is valid for one electron and is invariant under the Lorentz transformation. It fulfils all requirements of the quantum theory, and is able to give a good account of the phenomena of the "spinning" electron, which could previously only be

[^28]treated by. ad hoc assumptions. The essential difficulty which arises with all relativistic quantum theories is not eliminated however. This arises from the relation
\[

$$
\begin{equation*}
\frac{I}{c^{2}} E^{2}=\mu^{2} c^{2}+p_{x}^{2}+p_{y}^{2}+p_{z}^{2} \tag{100}
\end{equation*}
$$

\]

between the energy and momentum of a free electron. According to this equation there are two values of $E$ which differ in sign associated with each set of values of $p_{x}, p_{y}, p_{z}$. The classical theory could eliminate this by arbitrarily excluding the one sign, but this is not possible according to the principles of quantum theory. Here spontaneous transitions may occur to the states of negative energy; as these have never been observed, the theory is certainly wrong. Under these conditions it is very remarkable that the positive energy-levels (at least in the case of one electron) coincide with those actually observed.

The difficulty inherent in formula ( r 00 ) is also shown by a calculation of O. Klein, ${ }^{\text {r }}$ who proves that if the electron is governed by any equation based on this relation it will be able to pass unhindered through regions in which its potential energy is greater than $2 m c^{2}$. If only motion in the $x$-direction be considered the formulas (3Ia) ( $31 c$ ) become

$$
\frac{E^{2}}{c^{2}}=\mu^{2} c^{2}+p_{x}^{2}
$$

$$
\frac{(E-V)^{2}}{c^{2}}=\mu^{2} c^{2}+p_{x}^{\prime 2}
$$

[^29]whence
$$
p_{x}^{\prime 2}=p_{x}^{2}+\frac{(E-v)^{2}-E^{2}}{c^{2}},
$$
while the wave function has the form
$$
e^{\frac{2 \pi 2}{h}\left(p_{x}^{\prime} x-E t\right)}
$$

For very small values of $V, p_{x}^{\prime}$ is real and there are transmitted waves, just as in chapter ii, $\S 2 f$. For larger values, $p_{x}^{\prime}$ becomes a pure imaginary, so that the wave is totally reflected at the discontinuity and decreases exponentially in region II. But for very large values of $V, p_{x}^{\prime}$ again becomes real, i.e., the electron wave again penetrates into the region II with constant amplitude. A more exact calculation verifies this result.

A difficulty of a somewhat different character arises in the calculation of the energy of the field of the electron according to the relativistic theory. For a point electron (one of zero radius) even the classical theory yields an infinite value of the energy, as is well known, so that it becomes necessary to introduce a universal constant of the dimension of a length-the "radius of the electron." It is remarkable that in the non-relativistic theory this difficulty can be avoided in another way-by a suitable choice of the order of non-commutative factors in the Hamiltonian function. This has hitherto not been possible in the relativistic quantum theory.

The hope is often expressed that after these problems have been solved the quantum theory will be seen to be based, in a large measure at least, on classical concepts. But even a superficial survey of the trend of the evolution
of physics in the past thirty years shows that it is far more likely that the solution will result in further limitations on the applicability of classical concepts than that it will result in a removal of those already discovered. The list of modifications and limitations of our ideal world-which now contains those required by the relativity theory (for which $c$ is characteristic) and the uncertainty relations (symbolized by Planck's constant $h$ )-will be extended by others which correspond to $e, \mu, M$. But the character of these is as yet not to be anticipated.

## APPENDIX ${ }^{\text { }}$

## THE MATHEMATICAL APPARATUS OF THE QUANTUM THEORY ${ }^{2}$

For the derivation of the mathematical scheme of the quantum theory, whether based on the wave or the particle picture, two sources are available: empirical facts and the correspondence principle. The correspondence principle, which is due to Bohr, ${ }^{3}$ postulates a detailed analogy between the quantum theory and the classical theory appropriate to the mental picture employed. This analogy does not merely serve as a guide to the discovery of formal laws; its special value is that it furnishes the interpretation of the laws that are found in terms of the mental picture used.

We commence with a derivation of the mathematical structure of quantum mechanics from the corpuscular analogy. ${ }^{4}$

## § I. THE CORPUSCULAR CONCEPT OF MATTER

The fundamental equations of classical mechanics for a system of $f$-degrees of freedom may be written in the socalled "canonical" form,

$$
\begin{equation*}
\dot{p}_{k}=-\frac{\partial H}{\partial q_{k}}, \quad \dot{q}_{k}=\frac{\partial H}{\partial p_{k}}, \quad(k=\mathrm{I}, 2, \ldots, f), \tag{I}
\end{equation*}
$$

[^30]where $q_{\mathrm{I}}, q_{2}, \ldots, q_{f}$ are the generalized co-ordinates, $p_{\mathrm{x}}, p_{2}, \ldots, p_{f}$ their conjugate momenta, and $H$ the Hamiltonian function. When $H$ does not depend explicitly on the time the energy equation
\[

$$
\begin{equation*}
H(p, q)=W, \tag{2}
\end{equation*}
$$

\]

where $W$, the total energy, is a constant, follows at once. For simplicity it may be assumed that the system is multiply periodic, in which case any co-ordinate $q_{k}$ as a function of the time may be written as a Fourier series, that is, as a sum of harmonic terms in the form

$$
\begin{equation*}
q_{k}=\sum_{\tau_{1}=-\infty}^{+\infty} \sum_{\tau_{2}=-\infty}^{+\infty} \cdots \sum_{\tau_{f}=-\infty}^{+\infty} q_{\tau_{1}, \tau_{2}, \ldots, \tau_{f}}^{(k)} e^{2 \pi\left(\tau_{z} v_{1}+\tau_{2} \nu_{2}+.\right.} \tau_{\left.f_{j} v_{j}\right) t} . \tag{3}
\end{equation*}
$$

The $q_{r_{2}, r_{2},}^{(c)}, \quad, r_{f}$ are amplitudes independent of the time and $\nu_{\mathrm{r}}, \nu_{2}, \ldots, \nu_{f}$ are the fundamental frequencies of the motion. Similar expressions involving the same frequencies may be written for the $p_{k}$ and in general for any function of the $p_{k}$ and $q_{k}$.

By a canonical transformation-that is, one which leaves invariant the form of equations ( I )-it is possible to introduce a new set of canonical conjugates $J_{h}, w_{k}$, known as "action-angle variables." These are essentially defined by the following properties: The Hamiltonian $H$ depends on the $J_{k}$ only and the $w_{k}$ are related to the fundamental frequencies of the motion by equations of the form

$$
w_{k}=\nu_{k} t+\beta_{k}
$$

where the $\beta_{k}$ are constants. In these variables the equations of motion therefore become

$$
\begin{equation*}
\dot{J}_{h}=-\frac{\partial H}{\partial w_{k}}, \dot{w}_{k}=\nu_{k}=\frac{\partial H}{\partial J_{k}}, \quad(k=\mathrm{I}, 2, \ldots, f) . \tag{4}
\end{equation*}
$$

According to classical electrodynamics the frequencies of the spectral lines emitted by an atom will be the frequencies of the harmonic terms in equation (3) and the amplitudes will determine the corresponding intensities.

According to the correspondence principle there must exist a close relationship between the mechanics of classical particles as outlined above and the mechanics of the quantum theory. For the latter we must therefore seek a set of equations analogous in form to the equations of classical theory, but which also take account of certain well-established empirical facts of atomic physics. Primary among these are the following:
I. The Rydberg-Ritz combination principle.-The observed spectral frequencies of an atom possess a characteristic term structure. That is, all the spectral lines of an element may be represented as the differences of a relatively small number of terms. If these terms are arranged in a one-dimensional array $T_{1}, T_{2}, \ldots$, the atomic frequencies form a two-dimensional array

$$
\begin{equation*}
\nu(n m)=T_{n}-T_{m}, \tag{5}
\end{equation*}
$$

from which follows at once the combination principle

$$
\begin{equation*}
\nu(n k)+\nu(k M)=\nu(n m) \tag{6}
\end{equation*}
$$

2. The existence of discrete energy values.-The fundamental experiments of Franck and Hertz on electronic impacts show that the energy of an atom can take on only certain definite discrete ${ }^{\text {r }}$ values, $W_{1}, W_{2}, \ldots$. .
3. The Bohr frequency relation.-The characteristic frequencies of an atom are related to its characteristic energies by the equation

$$
\begin{equation*}
\nu(n m)=\frac{I}{h}\left(W_{n}-W_{m}\right) \tag{7}
\end{equation*}
$$

We shall now sketch the deduction of the fundamental equations of the new quantum mechanics, following the program outlined above. It should be distinctly understood, however, that this cannot be a deduction in the mathematical sense of the word, since the equations to be obtained form themselves the postulates of the theory. Although made highly plausible by the following considerations, their ultimate justification lies in the agreement of their predictions with experiment.

A profound modification, not only of classical dynamics, but of classical kinematics, is evidently necessary if the simple experimental facts mentioned above are to be incorporated in the foundations of a new theory. In the classical theory all possible motions of the coordinates may be built up by addition from Fourier terms of the kind contained in equation (3), and these may be termed the "kinematic elements," since the quantities with which the theory deals, and in particular the energy,

[^31]can be expressed in terms of them. Their amplitudes and frequencies are functions of continuously variable constants of integration as well as of the integers $\tau_{\mathrm{I}} \ldots \tau_{j}$, which determine the order of the harmonics. This is in direct contradiction to the existence of only discrete values of the atomic energies and frequencies and, in fact, to the very existence of sharply defined spectral lines.

Similar elements must be assumed in quantum mechanics if a correspondence is to be preserved between the two theories. To assure the existence of discrete energy values at the outset, the elements will be taken to be functions of integers. Corresponding to the Rydberg-Ritz combination principle, a dependence on two sets of integers is required, while the $f$-fold character of the classical harmonics suggests that each set contain $f$ integers. We therefore postulate elements of the form

$$
\begin{equation*}
q\left(n_{\mathrm{I}} \ldots n_{f} ; m_{\mathrm{I}} \ldots m_{f}\right) e^{2 \pi \nu \nu\left(n_{\mathrm{I}} \ldots n_{f}, m_{\mathrm{x}} \ldots m_{f}\right) t}, \tag{8}
\end{equation*}
$$

in which the complexes $n_{\mathrm{I}} \ldots n_{f}$ and $m_{\mathrm{I}} \ldots m_{f}$ replace the single integers $n$ and $m$ in an easily understandable way. Furthermore, the amplitudes and frequencies are assumed to be directly those which are given by a spectral analysis of the emitted radiation, so that the new theory may be described as a calculus of observable quantities. The frequencies $\nu\left(n_{\mathrm{x}} \ldots n_{f} ; m_{\mathrm{I}} \ldots m_{f}\right)$ are therefore assumed to have the term structure (5); they accordingly obey the combination principle (6).

There can clearly be no question of the addition of such elements to form a Fourier series as in the classical theory; there must, however, be an analogue to the representation
of a co-ordinate by such a series. A sufficiently general and flexible method is afforded by taking simply the ensemble of all elements of the form (8) as the entity which, in the quantum theory of the particle picture, replaces mathematically the classical representation of a coordinate given in equation (3). The ensemble may be written as a matrix,

$$
\left\|q\left(n_{\mathrm{I}} \ldots n_{f} ; m_{\mathrm{I}} \ldots m_{f}\right) e^{2 \pi i \nu\left(n_{\mathrm{I}} \ldots n_{f} ; m_{\mathrm{I}} \ldots m_{f}\right) t}\right\|
$$

that is, as an infinite quadratic array, ordered according to the integers $n_{2}, m_{2}$, which take on all real values. The new kinematics is accordingly based on a matrix representation of the co-ordinates, with

$$
\begin{equation*}
q_{k}=\left\|q_{k}(n m) e^{2 \pi \nu \nu(n m) t}\right\| \tag{9}
\end{equation*}
$$

corresponding to $q_{k}$. As here, the complexes $n_{\mathrm{I}} \ldots n_{f}$ and $m_{\mathrm{s}} \ldots m_{f}$ will, in general, be replaced by single letters $n$ and $m$. For the momenta $p_{k}$ a similar matrix representation is assumed, with the same frequencies, as is the case in classical Fourier series. ${ }^{\text { }}$

Such a representation is, however, meaningless both mathematically and physically until properties and rules of operation for the matrices have been defined. The correspondence principle must be our guide here. In the first place, the classical expression (3) must have a real value; since the terms are complex this can be the case only if for each term there occurs the conjugate imaginary. This

[^32]will also be true of the elements of the matrix (9) if we assume
$$
q_{k}(m n)=q_{k}^{*}(n m),
$$
since by (6) $\nu(m n)=-\nu(n m)$. The asterisk denotes the conjugate imaginary. Matrices with this type of symmetry are called Hermitian and in the quantum theory all co-ordinate matrices are assumed to be of this kind.

The time derivative $\dot{q}_{h}$ of any co-ordinate is represented classically by the Fourier series whose terms are the time derivatives of those of the series representing $q_{k}$. Hence for the quantum-theory matrices

$$
\begin{equation*}
q \equiv\left\|2 \pi i \nu(n m) q(n m) e^{2 \pi \nu \nu(n m) t}\right\|, \tag{ı0}
\end{equation*}
$$

which is again a Hermitian matrix of the form (9).
It must be possible in the quantum theory to answer such elementary kinematical questions as the following. Given the matrices representing, say, a momentum $p$ and a co-ordinate $q$, what matrices represent $p+q, p q$, and in general any function of $p$ and $q$ ? In the case of addition the answer is obvious from the classical analogue. Since the sum of two Fourier series of the form (3) is again a series of the same kind and with the same frequencies, but with amplitudes which are the sums of the component amplitudes, we must expect for the elements of the quan-tum-theory matrices

$$
(p+q)(n m) \equiv\left\|[p(n m)+q(n m)] e^{2 \pi \nu \nu(n m) t}\right\|_{1} .
$$

The rule for multiplication is defined from similar considerations with, however, a characteristic difference

## PRINCIPLES OF QUANTUM THEORY

from classical multiplication, due to the fact that the quantum frequencies obey the Rydberg-Ritz combination principle. The product of two Fourier series in the classical theory may be written as the double sum

$$
p q=\sum_{\sigma} \sum_{\sigma^{\prime}} p_{\sigma} q_{\sigma^{\prime}} e^{2 \pi \tau\left[\left(\sigma+\sigma^{\prime}\right) p\right] t},
$$

where $\sigma$ replaces the complex $\sigma_{\mathrm{x}} \ldots \sigma_{f}$ and $\left[\left(\sigma+\sigma^{\prime}\right) \nu\right]$ stands for $\left(\sigma_{\mathrm{I}}+\sigma_{\mathrm{I}}^{\prime}\right) \nu_{\mathrm{x}}+\ldots+\left(\sigma_{f}+\sigma_{f}^{\prime}\right) \nu_{f}$. To write this again in the form of equation (3) terms of the same frequency must be collected, i.e., those for which $\sigma+\sigma^{\prime}=\tau$, giving

$$
p q=\sum_{\tau}(p q)_{\tau} e^{2 \pi[\tau \tau] t},
$$

where

$$
\begin{equation*}
(p q)_{\tau}=\sum_{\sigma} p_{\sigma} q_{\tau-\sigma} . \tag{II}
\end{equation*}
$$

In the quantum theory the matrix representing $p q$ must be an ensemble made up of terms $p(n m) e^{2 \pi i \nu(n m) t}$ and $q(n m) e^{2 \pi i \nu(n m) t}$. A matrix of the type ( 9 ) is again obtained if all elements with the same frequency are added together, i.e., those for which $\nu(n k)+\nu(k m)=\nu(n m)$ by the combination principle (6). The new amplitudes are therefore taken to be

$$
\begin{equation*}
p q(n m)=\sum_{k} p(n k) q(k m) \tag{I2}
\end{equation*}
$$

and the elements are then $p q(n m) e^{2 \pi i \nu(n m) t}$.

This is the well-known mathematical rule for the multiplication of matrices or tensors, and justifies the use of these terms here. As is obvious from equation (I2), $p q(n m) \neq q p(n m)$, so that multiplication in the quantum theory is non-commutative-a result of great importance for the further development.

By means of the rules for addition and multiplication a meaning is given to any function $x(p, q)$ of the coordinate and momentum matrices, at least in so far as the function may be expressed as a power series. The elements of the function $x$ will always be of the form $x(n m) e^{2 \pi i v(n m) t}$ and the array of frequencies $\nu(n m)$ will always be the same for a given atomic system. Hence a matrix is sufficiently well represented by its amplitudes $x(n m)$ alone, the exponential terms being understood.

The customary definitions and conventions of the theory of matrices are adopted in the quantum theory. Equality of two matrices means equality of corresponding elements. The unit matrix is defined as the matrix whose diagonal elements are all unity and whose nondiagonal elements are zero. It is conveniently written

$$
\mathrm{I} \equiv\left\|\delta_{n m}\right\|
$$

where

$$
\delta_{n m}=\left\{\begin{array}{l}
\mathrm{I} \text { when } n=m, \\
\text { o when } n \neq m .
\end{array}\right.
$$

The reciprocal $x^{-x}$ of a matrix $x$ is the matrix satisfying the equations

$$
x^{-\mathrm{r}} x=x x^{-\mathrm{r}}=\mathrm{I} .
$$

The transpose $\tilde{x}$ of $x$ is the matrix $\|x(m n)\|$ obtained by interchanging the rows and columns of $x$.

We are now in possession of the elements of a quantum algebra, in which it is readily seen that all the rules of ordinary algebra remain valid with the exception of the commutative law. Thus if $x, y$, and $z$ represent any functions of the dynamical variables they obey, in the quantum theory, the rules of matrix algebra:

$$
\begin{aligned}
x+y & =y+x \\
x(y+z) & =x y+x z \\
x(y z) & =(x y) z \\
(x+y)+z & =x+(y+z)
\end{aligned}
$$

but, in general,

$$
x y \neq y x .
$$

So far the Planck constant $h$, which must play a fundamental rôle, has not been introduced into the theory. Its appearance proves to be closely related to the non-commutativity of the variables which forms so striking a contrast to the classical theory. In fact, it has been found by Dirac ${ }^{r}$ that in the quantum theory the expression $(2 \pi i / h)(x y-y x)$ is the analogue of the Poisson bracket

$$
[x y]=\sum_{k=1}^{f}\left(\frac{\partial x}{\partial q_{k}} \frac{\partial y}{\partial p_{k}}-\frac{\partial y}{\partial q_{k}} \frac{\partial x}{\partial p_{k}}\right)
$$

in classical mechanics. The invariance of this expression with respect to canonical transformations of the $p_{k}$ and

[^33]$q_{k}$ is well known. In order to make plausible this significant connection it will be shown that in the limiting region where the integers $n$ and $m$ are large compared to their differences there is asymptotic agreement between the matrix elements of $(2 \pi i / h)(x y-y x)$ and the harmonic elements of the classical bracket expression $[x y]$. It is first necessary, however, to state more exactly the connection between the matrix elements and the Fourier amplitudes.

It will be recalled that in the theory of stationary states, which formed a preliminary stage in the development of the present quantum mechanics, the existence of only discrete energy values is attained through the fixation of "stationary" classical motions. If these are defined from among the continuum of possible motions by the equations ${ }^{\text {x }}$

$$
\begin{equation*}
J_{k}=n_{k} h \quad(k=\mathrm{I}, 2, \ldots, f), \tag{I3}
\end{equation*}
$$

where the $J_{k}$ are the action variables and the $n_{k}$ integers, the Bohr frequency condition (7) then appears as the analogue of the classical relation

$$
\nu_{k}=\frac{\partial H}{\partial J_{k}} .
$$

For since $H$ is a function of the $n_{k}$ only by equations (4), $\partial H / \partial J_{k}$ may be written

$$
\frac{\partial H}{\partial J_{k}}=\lim _{a_{h}=0} \frac{H\left(n_{\mathrm{I}} \ldots n_{f}\right)-H\left(n_{\mathrm{I}} \ldots n_{h}-a_{h}, \ldots, n_{f}\right)}{a_{h} h},
$$

[^34]and in the limiting region where the $n_{k}$ are very large compared to the $a_{k}$,
\[

$$
\begin{aligned}
\nu\left(n_{\mathrm{I}} \ldots n_{f} ; m_{\mathrm{I}} \ldots m_{f}\right) & =\frac{\mathrm{I}}{h}\left[H\left(n_{\mathrm{I}} \ldots n_{f}\right)-H\left(n_{\mathrm{I}}-a_{\mathrm{I}}, \ldots, n_{f}-a_{f}\right)\right] \\
& \sim a_{\mathrm{I}} \frac{\partial H}{\partial n_{\mathrm{I}}}+\ldots+a_{f} \frac{\partial H}{\partial n_{f}} \\
& =a_{\mathrm{I}} \nu_{\mathrm{x}}+\ldots+a_{f} \nu_{f} .
\end{aligned}
$$
\]

There is therefore asymptotic agreement in this region, which may be briefly referred to as that of large quantum integers, between the spectral frequency $\nu\left(n_{\mathrm{r}} \ldots n_{f}\right.$; $\left.m_{\mathrm{I}} \ldots m_{f}\right)$ and the harmonic $\left(n_{\mathrm{I}}-m_{\mathrm{I}}\right) \nu_{\mathrm{r}}+\ldots$ $+\left(n_{f}-m_{f}\right) \nu_{f}$ in the $\left(n_{\mathrm{r}} \ldots n_{f}\right)$ or ( $m_{\mathrm{r}} . \ldots m_{f}$ ) stationary state. Since the harmonic elements of the matrices of quantum mechanics represent the spectral lines this suggests a general co-ordination between the matrix element $\left.q\left(n_{\mathrm{r}} \ldots n_{f} ; n_{\mathrm{r}}-a_{\mathrm{I}}, \ldots, n_{f}-a_{f}\right) e^{2 \pi i \nu\left(n_{i} .\right.} \ldots n_{f}, n_{\mathrm{x}}-a_{\mathrm{a}} . n_{f}-a_{f}\right) t$ and the harmonic $\left(a_{r} \ldots a_{f}\right)$ in the ( $n_{\mathrm{r}} \ldots n_{f}$ ) stationary state. More briefly,

$$
\begin{equation*}
q\left(n, n_{1}-a\right) e^{2 \pi i \nu(n, n-a) t} \text { corresponds to } q_{a}(n) e^{2 \pi[a v] t} \tag{I4}
\end{equation*}
$$

in the region of large quantum numbers. This co-ordination is further justified by the approximate agreement found empirically in this region between the intensities calculated classically from the Fourier amplitudes $q_{a}(n)$ in the stationary states and the intensity of the spectral line $\nu(n, n-a)$. The indices $n$ and $m$ of the matrix elements thus correspond to the quantum numbers of two stationary states, while the diagonal elements ( $n=m$ ) correspond to the stationary states themselves.

With the aid of the co-ordination (I4) the above-mentioned correspondence with the Poisson brackets is readily shown. The $(n m)$ element of $(2 \pi i / h)(x y-y x)$ may be written as a sum over $a$ and $\beta$ of terms of the form ( $2 \pi i / h)\{x(n, n-\alpha) y(n-a, n-\alpha-\beta)-y(n, n-\beta) x(n-\beta$, $n-\alpha-\beta)\}$, where $\alpha+\beta=n-m$. On adding and subtracting $x(n-\beta, n-\alpha-\beta) y(n-a, n-\alpha-\beta)$ this becomes

$$
\begin{aligned}
&\left(\frac{2 \pi i}{h}\right)\{[x(n, n-a)-x(n-\beta, n-a-\beta)] y(n-a, n-a-\beta) \\
&-[y(n, n-\beta)-y(n-a, n-a-\beta)] x(n-\beta, n-a-\beta)\} .
\end{aligned}
$$

Now in the region of "large quantum numbers" where $a, \beta \ll n$,

$$
x(n, n-a)-x(n-\beta, n-a-\beta) \sim h \beta \frac{\partial x_{a}(n)}{\partial J}
$$

and

$$
y(n-a, n-a-\beta) \sim \frac{\mathrm{I}}{2 \pi i \beta} \frac{\partial y_{\beta}(n-a)}{\partial w} \sim \frac{\mathrm{I}}{2 \pi i \beta} \frac{\partial y_{\beta}(n)}{\partial w}
$$

since the harmonics of $y$ are of the form $y_{\beta}(n) e^{2 \pi i \beta w}$ by equations (4). Hence the foregoing matrix element is approximately ${ }^{\text {x }}$

$$
\sum_{a+\beta=n-m} \sum_{k=1}^{f}\left[\frac{\partial x_{a}(n)}{\partial J_{k}} \frac{\partial y_{\beta}(n)}{\partial w_{k}}-\frac{\partial y_{\beta}(n)}{\partial J_{k}} \frac{\partial x_{a}(n)}{\partial w_{k}}\right]
$$

[^35]which by the rule ( I 2 ) for the multiplication of Fourier amplitudes is the $(n-m)$ harmonic of [ $x y$ ], expressed in terms of the action-angle variables.

In the classical theory the Poisson brackets of canonically conjugate variables $p_{k}$ and $q_{k}$ satisfy the relations

$$
\left[p_{k} q_{l}\right]=\left\{\begin{array}{l}
\mathrm{I} \text { when } k=l \\
0 \text { when } k \neq l
\end{array}\right\},\left[p_{k}, p_{l}\right]=0, \quad\left[q_{k}, q_{l}\right]=0 .
$$

The analogous relations will therefore be assumed for conjugate variables in the quantum theory, that is,

$$
\begin{align*}
& \left.p_{l} q_{l}-q_{l} p_{k}=\left\{\begin{array}{ll}
\frac{h}{2 \pi i} & \mathbf{I} \text { when } k=l \\
0 & \text { when } k \neq l
\end{array}\right\}\right\}  \tag{5}\\
& p_{k} p_{l}-p_{l} p_{k}=0 \\
& q_{k} q_{l}-q_{l} q_{k}=0 .
\end{align*}
$$

These "exchange relations," by means of which $h$ is introduced into the equations, are of fundamental importance for quantum mechanics. They correspond to the quantum conditions of the theory of stationary classical motions, but whereas these conditions could be applied only to a multiply periodic system, the present exchange relations must be regarded as generally valid for any motion. In fact, as will appear later, they are necessary in order to give meaning to the problem of integration of the equations of motion, which will now be established.

The canonical equations ( I ) of the classical theory, if expressed in terms of the Poisson brackets, become

$$
\dot{p}_{k}=\left[H p_{k}\right], \quad \dot{q}_{k}=\left[H q_{k}\right] .
$$

The simplest assumption is to take over these equations formally into the quantum theory, replacing the Poisson brackets by their quantum analogues. We therefore assume the equations of motion in the quantum theory to $b e^{x}$

$$
\left.\begin{array}{l}
\dot{p}_{k}=\frac{2 \pi i}{h}\left(H p_{k}-p_{k} H\right),  \tag{ㄴ}\\
\dot{q}_{k}=\frac{2 \pi i}{h}\left(H q_{k}-q_{k} H\right) \cdot
\end{array}\right\}
$$

Clearly the equations ( 15 ) and (16) are not independent of each other. Strictly speaking, it is only permissible to assume equation (15) to be true at a single instant of time. The exchange relations at any other time must then be determined by the solution of equations (r6); however, a calculation shows that equations (I5) are really independent of the time.

The formal basis of the new mechanics is now completed; for any physical application, however, the form of the Hamiltonian corresponding to the special dynamical problem must be known. It is in general sufficient, in the spirit of the correspondence principle, to assume the same form as in the classical theory. The ambiguity as to the

[^36]
## PRINCIPLES OF QUANTUM THEORY

order of factors in a product which may occur here seldom arises; when it does special considerations suffice to determine the correct form.

The law of the conservation of energy and the Bohr frequency condition are not contained explicitly in the postulates of the theory; it is therefore necessary to show that they may be derived from them. We commence by forming a diagonal matrix $W$ with elements

$$
W(n m)=\left\{\begin{array}{cc}
T_{n} h & \text { when } n=m  \tag{17}\\
0 & \text { when } n \neq m
\end{array}\right\}
$$

where the $T_{n}$ are the term values of equation (5). The time derivative of any quantity $x$ may be expressed in terms of this matrix by the equation

$$
\begin{equation*}
\dot{x}=\frac{2 \pi i}{h}(W x-x W), \tag{г8}
\end{equation*}
$$

since the $(n m)$ element of $(2 \pi i / h)(w x-x w)$ is

$$
\begin{gathered}
\frac{2 \pi i}{h} \sum_{k}[W(n k) x(k m)-x(n k) W(k m)]=2 \pi i\left(T_{n}-T_{m}\right) x(n m) \\
=2 \pi i \nu(n m) x(n m)=\dot{x}(n m)
\end{gathered}
$$

by equation (ro). From equation (18) and the equations of motion (土6) it follows that $W p-p W=H p-p H$ and $W q-q W=H q-q H$, or

$$
(W-H) p=p(W-H), \quad(W-H) q=q(W-H) .\left(I 8^{\prime}\right)
$$

That is, the matrix $W-H$ "commutes" with both $p$ and $q$, and it is readily shown that it therefore commutes with
any function of $p$ and $q$ that can be represented as a power series. In particular it commutes with $H$, so that

$$
\begin{equation*}
(W-H) H-H(W-H)=W H-H W=0, \tag{ıو}
\end{equation*}
$$

which, by equation (18), means

$$
\begin{equation*}
\dot{H}=0, \tag{20}
\end{equation*}
$$

expressing the conservation of energy.
Equation (20) gives for the elements of $H$ the infinite set of equations $\nu(n m) H(n m)=0$. If $\nu(n m)=0$ only when $n=m$, all the non-diagonal elements of $H$ are zero and $H$ is necessarily a diagonal matrix. In this case, the system is said to be "non-degenerate." It may happen, however, that $\nu(n m)=0$ for $n \neq m$; the corresponding elements of $H$ are then undetermined and $H$ is not necessarily diagonal. The system is then said to be "degenerate."

It follows further from equation ( $\mathrm{I} 8^{\prime}$ ) that

$$
\begin{aligned}
& \left(W_{n}-H_{n}\right) p(n m)=p(n m)\left(W_{m}-H_{m}\right), \\
& \left(W_{n}-H_{n}\right) q(n m)=q(n m)\left(W_{m}-H_{m}\right),
\end{aligned}
$$

i.e., $W_{n}-H_{n}=W_{m}-H_{m}$ for any value of $n$ and $m$. Therefore

$$
H=W+C,
$$

where $C$ is the unity matrix, multiplied by an arbitrary constant. It is most convenient to put

$$
\begin{equation*}
H=W . \tag{2I}
\end{equation*}
$$

The mathematical apparatus belonging to the particle picture has been outlined above. Its physical interpretation is discussed in detail elsewhere, but the two most im-
portant rules follow naturally at this point from the correspondence principle.
I. The time average of a quantity represented as a Fourier series is given by the terms independent of $t$. Hence, for a non-degenerate system, the diagonal elements of the matrix representing any variable give the time averages corresponding to the various stationary states.
2. The radiation process, when the particle picture is used, may be regarded as the emission of photons with the spectral frequencies $\nu(\mathrm{nm})$ accompanied by a simultaneous transition of the atom from the initial state with energy $W_{n}$ to the final state with energy $W_{m},\left(W_{n}>W_{m}\right)$. The intensity (rate of emission of energy) may then be represented statistically as $A(n m) h \nu(n m)$ where $A(n m)$ is the probability of spontaneous transition from state $n$ to state $m$ with emission of a photon. On the other hand, the classical theory gives for the average intensity corresponding to the $\tau$ th harmonic $2 / 3\left(e^{2} / c^{3}\right)(2 \pi)^{4}[\tau \nu]^{4}\left|\boldsymbol{r}_{\tau}\right|^{2} \cdot 2$ where $e r$ is the vector dipole moment of the electrons ( $r$ is the vector with components $x=\sum_{k} q_{k}^{(x)}, y=\sum_{k} q_{k}^{(y)}, z=\sum_{k} q_{k}^{(2)}$, $q_{k}^{(x)}, q_{k}^{(y)}, q_{k}^{(z)}$ being the rectangular co-ordinates of the electrons). On equating the expressions of the two theories and replacing Fourier terms by matrix elements we obtain for the transition probability

$$
\begin{equation*}
A(n m)=\frac{I}{h \nu(n m)}-\frac{2}{3} \frac{e^{2}}{c^{3}}[2 \pi \nu(n m)]^{4}|r(n m)|^{2} \cdot 2 . \tag{22}
\end{equation*}
$$

The justification of this second rule is not obvious since the Maxwell theory also requires reconsideration. How-
ever, equation (22) determines only the time average of the emitted radiation, and it has been shown in chapter v , §4, that the Maxwell theory is competent to furnish this information exactly.

## § 2. THE TRANSFORMATION THEORY

The mathematical scheme of quantum mechanics has been derived in § r in a way which displays its analogy to classical mechanics; it is not, however, as yet in an easily usable form In this section it will be shown that the solution of a dynamical problem in the quantum theory is equivalent to the principal axis transformation of a Hermitian form or tensor. This provides the basis for a practicable method of solution and shows the consistency of the conditions imposed.

Suppose a set of Hermitian matrices $p_{k}, q_{k}$ can be found which are independent of the time, satisfy the exchange relations, and make $H(p, q)$ a diagonal matrix. The dynamical problem is then solved, for if the matrices are provided with the time factors $e^{2 \pi i}\left(H_{n}-H_{m}\right) t$, where $H_{n}$ and $H_{m}$ are the diagonal elements of $H$, it is readily seen that the equations of motion (16) are satisfied. If $p_{k}^{(0)}$, $q_{k}^{(0)}$ is any set of matrices satisfying the exchange relations, the transformations

$$
\begin{equation*}
p_{k}=S^{-1} p_{k}^{(0)} S, \quad q_{k}=S^{-\mathrm{r}} q_{k}^{(0)} S, \tag{23}
\end{equation*}
$$

where $S$ is any matrix, give a new set likewise satisfying the exchange relations. This is seen algebraically on substituting equations (23) in the exchange relations for the new variables; in a similar way it is easily proved that if $f$
is any function of the $p_{k}^{(0)}$ and $q_{k}^{(0)}$ that can be written as a power series, then

$$
f\left(p_{k}, q_{k}\right)=f\left(S^{-1} p_{k}^{(0)} S, S^{-\mathrm{I}} q_{k}^{(0)} S\right)=S^{-1} f\left(p_{k}^{(0)}, q_{k}^{(0)}\right) S . \quad \text { (24) }
$$

Since special Hermitian matrices satisfying the exchange relations can be found, the problem reduces to that of finding a transformation function $S$ such that

$$
\begin{equation*}
S^{-\mathrm{I}} H\left(p_{k}^{(0)}, q_{k}^{(0)}\right) S=W, \tag{25}
\end{equation*}
$$

where $W$ is a diagonal matrix.
The transformations (23) are analogous to the canonical transformations of classical mechanics; but they have also a geometrical interpretation of great importance if the matrices of the quantum theory are interpreted as tensors in a unitary space of infinitely many dimensions (Hilbert space). This not only furnishes an analytical method of representing the transformations (23) and equation (25) but also provides a convenient language for the physical interpretation of the theory, as shown in chapter iv, § i. For present purposes a purely abstract formulation will suffice.

Let $u_{\mathrm{s}}^{(0)}, u_{2}^{(0)}, \ldots$, be an infinite set of unit orthogonal vectors. The space used is that of all vectors

$$
t=\sum_{n} t_{n}^{(0)} u_{n}^{(0)},
$$

where the components $t_{n}^{(n)}$ are complex numbers. A tensor $q$ then expresses a linear relation between two vectors according to the equations

$$
t=q s, \text { or } t_{n}^{(0)}=\sum_{m} q^{(0)}(n m) s_{m}^{(0)}
$$

Consider now a transformation from the foregoing coordinate system $U_{0}\left(u_{\mathrm{s}}^{(0)}, u_{2}^{(0)}, \ldots.\right)$ to a new co-ordinate system $U\left(u_{\mathrm{I}}, u_{2}, \ldots\right)$, the new vectors being given in terms of the old ones by the linear equations

$$
\begin{equation*}
u_{n}=\sum_{m} S(m n) u_{m}^{(0)} \tag{26}
\end{equation*}
$$

The components $t_{n}$ of any vector $t$ and $q(n m)$ of any matrix $q$ in the new system are then given by the equations

$$
\begin{gather*}
t_{n}^{(0)}=\sum_{m} S(n m) t_{m}  \tag{27}\\
q(n m)=\sum_{k, l} S^{-1}(n k) q^{(0)}(k l) S(l m), \tag{28}
\end{gather*}
$$

where $S^{-\mathrm{I}}$ is the matrix of the transformation $t_{n}=$ $\sum_{m} S^{-\mathrm{x}}(n m) t_{m}^{(0)}$ inverse to equation (27). [ $S$ is assumed to be non-singular.] Of special importance are the so-called "unitary" transformations, i.e., those which leave invariant the quadratic form $\sum_{n} t_{n} t_{n}^{*}$ which is the analogue of distance in unitary space. It is readily verified that for such unitary transformations

$$
\sum_{k} S(n k) S^{*}(m k)=\sum_{k} S(k n) S^{*}(k m)=\delta_{n m}
$$

which means that $S^{-\mathrm{r}}=\tilde{S}^{*}$, or

$$
\begin{equation*}
S \tilde{S}^{*}=\tilde{S}^{*} S=1 \tag{29}
\end{equation*}
$$

They are the analogue in unitary space of rotations of rectangular co-ordinate systems in real, three-dimensional space.

It is now seen that equations (23) are of precisely the form of equations (28), by virtue of the rule (I2) for quantum multiplication; $p_{h}, q_{k}$ may therefore be regarded as the same matrices or tensors as $p_{k}^{(0)}, q_{k}^{(0)}$ expressed in a new co-ordinate system $U$, the new co-ordinates being related to the co-ordinates in the original system $U_{0}$ by equations (27). Equation (25) then expresses the condition on the transformation matrix $S$ that in the new system the tensor $H$ is in the diagonal form-i.e., the coordinate vectors of the new system are the principal axes of $H$. It is sufficient to consider only unitary transformations [ $S$ satisfying eq. (i8)] since under these conditions it is well known that the principal axis transformation problem, at least for finite matrices, always has a solution.

A word is necessary as to the notation. In general it is not expedient to distinguish matrices in different coordinate systems by new symbols; they are more conveniently characterized by using a distinguishing letter for the indices of the components in each co-ordinate system. Different numerical values of the indices will be indicated by primes; thus $p\left(l^{\prime} l^{\prime \prime}\right)$, say, represents the components of $p$ in the " $l$ " system and $p\left(a^{\prime} a^{\prime \prime}\right)$ the components in another " $a$ " system of co-ordinates. The first of equations (23), for example, is to be written

$$
p\left(a^{\prime} a^{\prime \prime}\right)=\sum_{l^{\prime}} \sum_{l^{\prime \prime}} S^{-1}\left(a^{\prime} l^{\prime}\right) p\left(l^{\prime} l^{\prime \prime}\right) S\left(l^{\prime \prime} a^{\prime \prime}\right) .
$$

The indices of the transformation matrix $S$ then refer naturally to different co-ordinate systems.

The solution of a quantum-mechanical problem given by the equations of motion (16) and the exchange rela-
tions ( 15 ) thus reduces to the problem of the principal axis transformation of the Hermitian matrix $H$. It remains to state briefly the method of solution, which is a well-known one. The equation (25) may be written

$$
\begin{equation*}
H S-S W=0, \tag{30}
\end{equation*}
$$

which gives for the elements of $S$ the equations

$$
\begin{gathered}
\sum_{l^{\prime \prime}} H\left(l^{\prime} l^{\prime \prime}\right) S\left(l^{\prime \prime} a^{\prime}\right)-\sum_{a^{\prime \prime}} S\left(l^{\prime} a^{\prime \prime}\right) W\left(a^{\prime \prime} a^{\prime}\right)=0 \\
\binom{l^{\prime}=\mathrm{x}, 2, \ldots .}{a^{\prime}=\mathrm{x}, 2, \ldots},
\end{gathered}
$$

or, since $W$ is diagonal, an infinite set of homogeneous linear equations
$\sum_{l^{\prime \prime}} H\left(l^{\prime} l^{\prime \prime}\right) S\left(l^{\prime \prime} a^{\prime}\right)-S\left(l^{\prime} a^{\prime}\right) W_{a^{\prime}}=0 \quad\left(l^{\prime}=\mathrm{I}, 2, \ldots.\right), \quad(3 \mathrm{I})$
for the determination of the elements of any column of the matrix $S\left(l^{\prime} a^{\prime}\right)$. The $W_{a^{\prime}}$ 's, which appear as parameters, are also determined, and, in fact, independently of the $S\left(l^{\prime} a^{\prime}\right)$, since the equations (31) will have a solution when and only when the determinant of the left-hand member is zero, that is, when the $W_{a^{\prime}}$ 's are solutions of the algebraic equation
$\left|\begin{array}{lllll}H(\mathrm{Ir})-W & H(\mathrm{I} 2) & H(\mathrm{I} 3) & \cdot & \cdot \\ H(2 \mathrm{I}) & H(22)-W & H(23) & \cdot & \cdot \\ H(\mathrm{I}) & H(32) & H(33)-W & \cdot & . \\ \cdot & \cdot & \cdot & \cdot & . \\ \cdot & \cdot & \cdot & \cdot & . \\ \cdot & \cdot & \cdot & \cdot & .\end{array}\right|=0$.

The roots $W_{a^{\prime}}$ of this equation are thus characteristic values of equation (30) or equations (31) and are always real. They are the diagonal elements of $W$ and therefore give the energy levels of the system; when the roots of equation (32) are multiple the system is degenerate, for there is then coincidence of frequencies by equation ( 7 ).

To each $W_{a^{\prime}}$ corresponds a characteristic solution $C_{a^{\prime}} S\left(\mathrm{I} a^{\prime}\right), C_{a^{\prime}} S\left(2 a^{\prime}\right), \ldots$, of equations (3I) and hence a column of the matrix $S$, the arbitrary constant $C_{a^{\prime}}$ occurring because of the homogeneity of the equations (3I). In case the system is not degenerate it is readily seen that any two characteristic solutions are orthogonal to each other, i.e.,

$$
\sum_{l^{\prime}} S\left(l^{\prime} a^{\prime}\right) S^{*}\left(l^{\prime} a^{\prime \prime}\right)=0 \quad \text { when } a^{\prime} \neq a^{\prime \prime}
$$

The relation (29) is thus satisfied for the non-diagonal elements. It may also be satisfied for the diagonal elements by proper choice of the $C_{a^{\prime}}$, although this "normalization" obviously determines only the absolute magnitude of the $C_{a^{\prime}}$. There is therefore always an undetermined factor of absolute magnitude one common to the elements of each column of $S$. In case of degeneracy there is a further indeterminateness, but equation (29) may always be satisfied.

From the transformation function $S$ the co-ordinates and momenta which form the solution are given by equations (23). The extended discussion of the physical interpretation of $S$ is, however, reserved for $\S 5$.

In the preceding it has been tacitly assumed that theorems for finite matrices and sets of equations are true
for the infinite ones of quantum mechanics. This may be directly justified only under certain conditions, but the more rigorous treatment shows that the results of the formal treatment above are essentially correct. ${ }^{x}$ There is one important distinction, however, in the case of infinite matrices: The characteristic value "spectrum" may contain a continuous sequence of values as well as the discontinuous one hitherto exclusively considered. In the case of the energy this accounts for the existence of continuous optical spectra. The occurrence of continuous characteristic values also means that in certain coordinate systems the elements of the matrices will have continuously variable indices, or indices discontinuous in a certain range and continuous in another. Our matrix relations must accordingly be extended to include this case. The methods of Dirac ${ }^{2}$ will be used for this purpose; though somewhat formal in character they have the advantage of great clarity and may be rigorously justified in all cases which occur practically.

In the first place sums must be replaced by integrals in a range where the indices are continuously variable, the elements becoming functions of two sets of variables. Thus when the range is wholly a continuous one the product rule, for example, becomes

$$
p q(n m)=\int d k p(n k) q(k m),
$$

while in the case of mixed ranges there will occur a sum and an integral. To represent the unit matrix in the con-

[^37]tinuous case Dirac has introduced a function $\delta(\xi)$, corresponding to $\delta_{n m}$ defined by the following properties:
$$
\xi \delta(\xi)=0,
$$
so that $\delta(\xi)=0$ for $\xi \neq 0$,
\[

$$
\begin{equation*}
\delta(-\xi)=\delta(\xi), \tag{33}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\int_{\xi_{\mathrm{x}}}^{\xi_{\mathrm{z}}} \delta(\xi) d \xi=\mathrm{I} \tag{34}
\end{equation*}
$$

when the value zero lies between $\xi_{\mathrm{r}}$ and $\xi_{2}$. It is thus a function with a singularity at $\xi=0$ and is only possible as the limit of a sequence of functions. From the foregoing properties it follows readily that

$$
\begin{align*}
& \int_{-\infty}^{+\infty} f(\xi) \delta(a-\xi) d \xi=f(a)  \tag{35}\\
& \int_{-\infty}^{+\infty} f(\xi) \delta^{\prime}(a-\xi) d \xi=f^{\prime}(a) \tag{36}
\end{align*}
$$

where $f(\xi)$ is any regular function and $\delta^{\prime}(\xi)=(d / d \xi) \delta(\xi)$. Equation (35) results from an integration by parts. Furthermore, since

$$
\int_{-\infty}^{+\infty} \delta(a-\xi) \delta(\xi-b) d \xi=0
$$

when $a \neq b$ and

$$
\begin{gather*}
\int d b \int \delta(a-\xi) \delta(\xi-b) d \xi=\int \delta(a-\xi) d \xi \int \delta(\xi-b) d b=\mathrm{r} \\
\int_{-\infty}^{+\infty} \delta(a-\xi) \delta(\xi-b) d \xi=\delta(a-b) \tag{37}
\end{gather*}
$$

since the integral has all the properties of the $\delta$-function of $a-b$.

The elements of the unit matrix in the continuous case may be expressed in terms of the $\delta$-function, for $\delta\left(a^{\prime}-a^{\prime \prime}\right)$ has, by equation (37), the property that

$$
\begin{equation*}
\int \delta\left(a^{\prime}-a^{\prime \prime \prime}\right) x\left(a^{\prime \prime \prime} a^{\prime \prime}\right) d a^{\prime \prime \prime}=x\left(a^{\prime} a^{\prime \prime}\right) . \tag{38}
\end{equation*}
$$

Hence

$$
\mathrm{I}\left(a^{\prime} a^{\prime \prime}\right)=\delta\left(a^{\prime}-a^{\prime \prime}\right) .
$$

A diagonal matrix with continuous indices is one of the form $q\left(a^{\prime} a^{\prime \prime}\right) \delta\left(a^{\prime}-a^{\prime \prime}\right)$. The extension to multiple indices causes no difficulty; the unit matrix, for example, becomes

$$
\mathrm{I}\left(a^{\prime} a^{\prime \prime}\right)=\delta\left(a_{1}^{\prime}-a_{\mathrm{f}}^{\prime \prime}\right) \delta\left(a_{2}^{\prime}-a_{2}^{\prime \prime}\right) \ldots \delta\left(a_{f}^{\prime}-a_{f}^{\prime \prime}\right)
$$

and may again be written simply $\delta\left(a^{\prime}-a^{\prime \prime}\right)$.
For the quantum theory those co-ordinate systems in which quantities other than the energy take the diagonal form are also of importance. In such a system it often proves convenient to replace the indices of all matrices by corresponding diagonal elements of matrices which are diagonal in that system. Rows and columns are thus designated by characteristic values of the matrices which define the co-ordinate system. This is equivalent to replacing quantum numbers by the energies of the corresponding stationary states in a system of one degree of freedom; by the energy and, for example, the angular momentum in a system of two degrees of freedom, etc. In general, if the matrices $x_{\mathrm{x}}, x_{2}, \ldots, x_{f}$ have the diagonal form, the matrix elements of $q$ will be written

$$
q\left(x^{\prime} x^{\prime \prime}\right)=q\left(x_{\mathrm{x}}^{\prime} x_{2}^{\prime} \ldots \dot{x}_{f}^{\prime} ; x_{\mathrm{t}}^{\prime \prime} x_{2}^{\prime \prime} \ldots x_{f}^{\prime \prime}\right),
$$

the primed letters denoting characteristic values of the corresponding matrices; in particular, the diagonal matrices $x$, when the indices are continuous, have the form

$$
x\left(x^{\prime} x^{\prime \prime}\right)=x^{\prime} \delta\left(x_{\mathrm{I}}^{\prime}-x_{\mathrm{r}}^{\prime \prime}\right) \delta\left(x_{2}^{\prime}-x_{2}^{\prime \prime}\right) \ldots \delta\left(x_{f}^{\prime}-x_{f}^{\prime \prime}\right) . \quad \text { (39) }
$$

The question naturally arises as to what matrices can simultaneously have the diagonal form in a given coordinate system. The answer is well known from the theory of Hermitian forms, and is highly significant for the quantum theory: Any set of matrices all of which commute with any other of the set can be simultaneously brought to the diagonal form by a unitary transformation. Thus it will always be possible to find a co-ordinate system in which the position co-ordinates $q_{\mathrm{y}} \ldots q_{f}$ are diagonal, but if the exchange relations are satisfied the momenta $p_{\mathrm{I}} \ldots p_{f}$ cannot also have the diagonal form.

## § 3. THE SCHRÖDINGER EQUATION

The admission of continuous matrices into the mathematical scheme permits a new formulation of the principal axis transformation problem. If, namely, the original co-ordinate system in which the exchange relations are satisfied is taken to be one in which the $q_{k}$ are continuous diagonal matrices the equation determining the transformation function $S$ to a system in which any function $F$ is diagonal becomes a partial differential equation, which is the analogue of equations (3I). While a rigorous justification of the method used here (that of Dirac ${ }^{r}$ ) is difficult, the results may be confirmed by more exact, though also more cumbersome, methods.

[^38]Since the original co-ordinate system need only be one which the co-ordinate matrices are diagonal and bears no necessary relation to any special dynamical problem, we may assume for the $q_{k}$ the general diagonal form

$$
\begin{equation*}
q_{l}=q_{k}^{\prime} \delta\left(q_{\mathrm{x}}^{\prime}-q_{\mathrm{x}}^{\prime \prime}\right) \ldots \delta\left(q_{j}^{\prime}-q_{j}^{\prime \prime}\right), \tag{40a}
\end{equation*}
$$

the indices being designated by the characteristic values $q_{k}^{\prime}$ of $q_{k}$. To represent the conjugate momenta a set of matrices must be found which satisfies the exchange relations (15) with the foregoing $q_{k}$. A possible set is obtained by taking

$$
\left.\begin{array}{c}
p_{k}\left(q^{\prime} q^{\prime \prime}\right)=\frac{h}{2 \pi i} \delta^{\prime}\left(q_{k}^{\prime}-q_{k}^{\prime \prime}\right) \delta\left(q_{\mathrm{x}}^{\prime}-q_{\mathrm{x}}^{\prime \prime}\right) \ldots \\
\delta\left(q_{k-\mathrm{x}}^{\prime}-q_{k-\mathrm{x}}^{\prime \prime}\right) \delta\left(q_{k+\mathrm{x}}^{\prime}-q_{k+\mathrm{x}}^{\prime \prime}\right) \ldots . \delta\left(q_{f}^{\prime}-q_{f}^{\prime \prime}\right),
\end{array}\right\}(40 b)
$$

for it may be shown by calculating $p_{k} q_{l}-q_{l} p_{k}$ that the exchange relations are then satisfied. The proof for one degree of freedom is as follows: The ( $q^{\prime} q^{\prime \prime}$ ) element of $p q-q p$ is
$\frac{h}{2 \pi i} \int d q^{\prime \prime \prime}\left[\delta^{\prime}\left(q^{\prime}-q^{\prime \prime \prime}\right) q^{\prime \prime \prime} \delta\left(q^{\prime \prime \prime}-q^{\prime \prime}\right)-q^{\prime} \delta\left(q^{\prime}-q^{\prime \prime \prime}\right) \delta^{\prime}\left(q^{\prime \prime \prime}-q^{\prime \prime}\right)\right]$
The first term, on integration by parts, becomes

$$
\begin{aligned}
& \int d q^{\prime \prime \prime} \delta\left(q^{\prime}-q^{\prime \prime \prime}\right) \frac{\partial}{\partial q^{\prime \prime \prime}}\left[q^{\prime \prime \prime} \delta\left(q^{\prime \prime \prime}-q^{\prime \prime}\right)\right] \\
& \quad=\int d q^{\prime \prime \prime}\left[q^{\prime \prime \prime} \delta^{\prime}\left(q^{\prime \prime \prime}-q^{\prime \prime}\right) \delta\left(q^{\prime}-q^{\prime \prime \prime}\right)+\delta\left(q^{\prime}-q^{\prime \prime \prime}\right) \delta\left(q^{\prime \prime \prime}-q^{\prime \prime}\right)\right] .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
(p q-q p)\left(q^{\prime} q^{\prime \prime}\right) & =\frac{h}{2 \pi i} \int d q^{\prime \prime \prime}\left[\left(q^{\prime \prime \prime}-q^{\prime}\right) \delta\left(q^{\prime}-q^{\prime \prime \prime}\right) \delta^{\prime}\left(q^{\prime \prime \prime}-q^{\prime \prime}\right)\right] \\
& +\frac{h}{2 \pi i} \int \delta\left(q^{\prime}-q^{\prime \prime \prime}\right) \delta\left(q^{\prime \prime \prime}-q^{\prime \prime}\right) d q^{\prime \prime \prime}
\end{aligned}
$$

The first integral vanishes by equation (33), while the second is $(h / 2 \pi i) \delta\left(q^{\prime}-q^{\prime \prime}\right)$ by equation (37). Hence

$$
(p q-q p)\left(q^{\prime} q^{\prime \prime}\right)=\left(\frac{h}{2 \pi i}\right) \delta\left(q^{\prime}-q^{\prime \prime}\right)=\left(\frac{h}{2 \pi i}\right) \mathrm{I}\left(q^{\prime} q^{\prime \prime}\right)
$$

and the exchange relations are satisfied. The extension to several degrees of freedom follows without difficulty.

Consider now the general problem of transforming any function $F(p, q)$ to the diagonal form by a unitary transformation $S$. As in the discontinuous case $S$ is essentially determined by equation (25), which now becomes

$$
S^{-\mathrm{x}} F S=F^{\prime} \delta\left(F^{\prime}-F^{\prime \prime}\right),
$$

the indices in the new system where $F$ is diagonal being denoted by $F^{\prime}$ and $F^{\prime \prime}$. Again this may be written in the form of equation (30):

$$
F S=S\left[F^{\prime} \delta\left(F^{\prime}-F^{\prime \prime}\right)\right]
$$

or

$$
\begin{equation*}
\int F\left(q^{\prime} q^{\prime \prime}\right) S\left(q^{\prime \prime} F^{\prime}\right) d q^{\prime \prime}=S\left(q^{\prime} F^{\prime}\right) F^{\prime} \tag{4I}
\end{equation*}
$$

which is an integral equation corresponding to the infinite set of linear equations (3I). This, however, becomes a partial differential equation when the particular values of $p_{h}, q_{k}$ given by equations (40) are substituted in the lefthand member. Carrying out the integration, using the properties of the $\delta$-functions, gives

$$
\int F\left(p_{k}, q_{k}\right)\left(q^{\prime} q^{\prime \prime}\right) S\left(q^{\prime \prime} F^{\prime}\right) d q^{\prime \prime}=F\left(\frac{h}{2 \pi i} \frac{\partial}{\partial q_{k}^{\prime}}, q_{k}^{\prime}\right) S\left(q^{\prime} F^{\prime}\right),(42)
$$

where $F\left([h / 2 \pi i]\left[\partial / \partial q_{k}^{\prime}\right], q_{k}^{\prime}\right)$ is the operator obtained from $F$ by the substitution

$$
\begin{equation*}
p_{k} \rightarrow \frac{h}{2 \pi i} \frac{\partial}{\partial q_{k}^{\prime}}, \quad q_{k} \rightarrow q_{k}^{\prime} . \tag{43}
\end{equation*}
$$

Only the proof for one degree of freedom need be given. For the special cases $F=q$ and $F=p$ the result follows at once, since by equations (36) and (35)

$$
\begin{aligned}
& \int \frac{h}{2 \pi i} \delta^{\prime}\left(q^{\prime}-q^{\prime \prime}\right) S\left(q^{\prime \prime} F^{\prime}\right) d q^{\prime \prime}=\frac{h}{2 \pi i} \frac{\partial S\left(q^{\prime} F^{\prime}\right)}{\partial q^{\prime}}, \\
& \int q^{\prime} \delta\left(q^{\prime}-q^{\prime \prime}\right) S\left(q^{\prime \prime} F^{\prime}\right) d q^{\prime \prime}=q^{\prime} S\left(q^{\prime} F^{\prime}\right)
\end{aligned}
$$

Since all functions which need be considered can be built up by multiplication and addition from $p$ and $q$, it only remains to show that if equation (42) holds for $F_{I}$ and $F_{2}$ it holds for $F_{\mathrm{x}}+F_{2}$ and $F_{\mathrm{r}} F_{2}$. That it holds for $F_{\mathrm{I}}+F_{2}$ is trivial. For $F_{\mathrm{r}} F_{2}=\int F_{\mathrm{x}}\left(q^{\prime} q^{\prime \prime}\right) F\left(q^{\prime \prime \prime} q^{\prime \prime}\right) d q^{\prime \prime \prime}$ substitution in equation (42) gives

$$
\begin{aligned}
& \iint \cdot F_{\mathrm{r}}^{\prime}\left(q^{\prime} q^{\prime \prime \prime}\right) d q^{\prime \prime \prime} F_{2}\left(q^{\prime \prime \prime} q^{\prime \prime}\right) d q^{\prime \prime} S\left(q^{\prime \prime} F^{\prime}\right) \\
& \quad=\int F_{\mathrm{r}}\left(q^{\prime} q^{\prime \prime \prime}\right) d q^{\prime \prime \prime} \int F_{2}\left(q^{\prime \prime \prime} q^{\prime \prime}\right) S\left(q^{\prime \prime} F^{\prime}\right) d q^{\prime \prime}, \\
& \quad=\int F_{\mathrm{r}}\left(q^{\prime} q^{\prime \prime \prime}\right) d q^{\prime \prime \prime} F_{2}\left(\frac{h}{2 \pi i} \frac{\partial}{\partial q^{\prime \prime \prime \prime},}, q^{\prime \prime \prime}\right) S\left(q^{\prime \prime \prime} F^{\prime}\right), \\
& \quad=F_{\mathrm{r}}\left(\frac{h}{2 \pi i} \frac{\partial}{\partial q^{\prime}}, q^{\prime}\right) F_{2}\left(\frac{h}{2 \pi i} \frac{\partial}{\partial q^{\prime}}, q^{\prime}\right) S\left(q^{\prime} F^{\prime}\right), \\
& \quad=F_{\mathrm{r}} F_{2}\left(\frac{h}{2 \pi i} \frac{\partial}{\partial q^{\prime}}, q^{\prime}\right) S\left(q^{\prime} F^{\prime}\right),
\end{aligned}
$$

and the theorem is therefore proved.

The required transformation function $S\left(q^{\prime} F^{\prime}\right)$ must therefore be a solution of the partial differential equation

$$
\begin{equation*}
F\left(\frac{h}{2 \pi i} \frac{\partial}{\partial q_{k}^{\prime}}, q_{k}^{\prime}\right) S\left(q^{\prime} F^{\prime}\right)-F^{\prime} S\left(q^{\prime} F^{\prime}\right)=0, \tag{44}
\end{equation*}
$$

in which $F^{\prime}$ is a parameter, corresponding to $W_{a^{\prime}}$ in equations (3I) of which equation (44) is the analogue. Here also there will be only certain discrete values or continuous ranges of $F$ for which a solution is possible; these characteristic values give the diagonal elements of $F$. The conditions that the transformation be unitary ( $\tilde{S}^{*}=S^{-I}$ ) are of importance in determining the character of the solutions of equation (44). When $S$ is continuous in both indices they may be written

$$
\begin{align*}
& \int S^{*}\left(q^{\prime} F^{\prime}\right) S\left(q^{\prime} F^{\prime \prime}\right) d q^{\prime}=\delta\left(F^{\prime}-F^{\prime \prime}\right),  \tag{45}\\
& \int S^{*}\left(q^{\prime} F^{\prime}\right) S\left(q^{\prime \prime} F^{\prime}\right) d F^{\prime}=\delta\left(q^{\prime}-q^{\prime \prime}\right), \tag{46}
\end{align*}
$$

analogously to equations (28). There are corresponding summations when the characteristic value spectrum contains a discrete part.

The mathematical problem just treated is a very general one. That there are corresponding physical ones will appear after the extended physical interpretation of the transformation function has been given in § 5. For the present we only note that the foregoing method, when applied to the Hamiltonian $H$, yields a solution of the equations of motion.

When $H$ is substituted for $F$ in equation (44) the resulting differential equation is the Schrödinger ${ }^{r}$ equation,

[^39]originally discovered in an entirely different manner. The corresponding transformation function $S\left(q^{\prime} H^{\prime}\right)$ is in this case customarily written $\psi_{W}(q)$. The Schrödinger equation is then
\[

$$
\begin{equation*}
H\left(\frac{h}{2 \pi i} \frac{\partial}{\partial q_{k}}, q_{k}\right) \psi_{W}(q)-W \psi_{W}(q)=0 \tag{47}
\end{equation*}
$$

\]

and its characteristic values given the energy levels of the system.

The solutions $\psi_{W}(q)$ form the columns of the transformation matrix, which should be compared with the $S$ of § 2. Both represent transformations to a system in which the energy is diagonal-in the present case, however, the initial system is a particular one in which the co-ordinates are diagonal, corresponding to a particular choice of $p_{k}^{(0)}$, $q_{k}^{(n)}$ in § 2.

In the typical case of a discrete characteristic value spectrum the orthogonality conditions (45) become

$$
\begin{equation*}
\int \psi^{*} V^{\prime}(q) \psi_{W^{\prime \prime}}(q) d q=0 \tag{48}
\end{equation*}
$$

when $W^{\prime} \neq W^{\prime \prime}$,

$$
\begin{equation*}
\int\left|\psi_{W}(q)\right|^{2} d q=\mathrm{I} . \tag{49}
\end{equation*}
$$

Equation (49) is in general equivalent to boundary conditions, and the orthogonality of the characteristic solutions $\psi_{W}(q)$, which usually follows, then assures the validity of equations (48). As in the case of the transformation matrix $S$ of $\S 2$ there remains in each "column" $\psi_{W}(q)$ an undetermined phase factor $e^{2 \varphi_{\mathrm{w}}}$ not fixed by the normalization (49).

The co-ordinate and momentum matrices in the system in which the energy is diagonal are, by equations (23),

$$
\begin{gather*}
p\left(W^{\prime} W^{\prime \prime}\right)=\int \psi^{*} W^{\prime} \frac{h}{2 \pi i} \frac{\partial \psi W^{\prime \prime}}{\partial q} d q,  \tag{50}\\
q\left(W^{\prime} W^{\prime \prime}\right)=\int \psi^{*} W^{\prime}(q) q \psi W^{\prime \prime}(q) d q . \tag{5I}
\end{gather*}
$$

Equations (47), (50), and (5I) constitute the most effective mathematical method for treatment of the dynamical problems of quantum mechanics, but they contribute nothing new to the physical interpretation. Special considerations are necessary to make clear the physical meaning of the transformation matrix (cf. §5).

## § 4. THE PERTURBATION METHOD

A description of the principal features of the perturbation theory in quantum mechanics is necessary at this point. This method may be used when the Hamiltonian $H$ can be developed in terms of a small parameter $\lambda$ in the form

$$
\begin{equation*}
H=H_{0}+\lambda H_{1}+\lambda^{2} H_{2}+\ldots, \tag{52}
\end{equation*}
$$

and the solution of the problem corresponding to the Hamiltonian $H_{0}$ is known, i.e., when the matrices $p$ and $q$, and any function of $p$ and $q$, are known in that system in which $H_{0}$ is diagonal ( $H_{0}$-system). In the following the letter $H$ will be used for the energy matrix in this coordinate system, while $W$ will stand for the energy matrix in the system in which the complete Hamiltonian is diagonal ( $H$-system). Corresponding to equation (52) W may be written in the form

$$
\begin{equation*}
W=W_{0}+\lambda W_{\mathrm{r}}+\lambda^{2} W_{2}+\ldots \tag{53}
\end{equation*}
$$

where $W_{0}=H_{0}$. The required transformation function which leads from the $H_{0}$-system to the $H$-system may also be written

$$
\begin{equation*}
S=S_{0}+\lambda S_{1}+\lambda^{2} S_{2}+\ldots, \tag{54}
\end{equation*}
$$

and $S$ will be unitary to zeroth approximation if

$$
\begin{equation*}
S_{0} \tilde{S}_{0}^{*}=\mathrm{I} . \tag{55}
\end{equation*}
$$

A set of equations will now be found from which $S$ may be determined. As in § 2, $S$ must satisfy the equation $H S=S W, W$ being diagonal; substituting the developments (52), (53), and (54) in this equation and equating coefficients of equal powers of $\lambda$ gives the equations
$\left.\begin{array}{l}H_{0} S_{0}=S_{0} W_{0}, \\ H_{0} S_{\mathrm{I}}-S_{\mathrm{I}} H_{0}=S_{0} W_{\mathrm{I}}, \\ H_{0} S_{2}-S_{2} H_{0}+H_{2} S_{2}-S_{1} W_{\mathrm{I}}=S_{0} W_{2}, \\ \quad \vdots \\ H_{0} S_{r}-S_{r} H_{0}+F_{r}\left(S_{\mathrm{I}} \ldots S_{r-\mathrm{I}}, H_{\mathrm{I}} \ldots H_{r}\right)=S_{0} W_{r}, \\ \quad \vdots\end{array}\right\}$ (56)
which may be solved in sequence for $S_{0}, S_{\mathrm{I}}, \ldots$, and $W_{0}, W_{\mathrm{I}}, \ldots$

The first equation gives, for the elements of $S_{0}$,

$$
\begin{equation*}
S_{0}(n n)\left[H_{0}(n n)-H_{0}(m m)\right]=S_{0}(n m) h \nu_{0}(n m)=0, \tag{57}
\end{equation*}
$$

where the $\nu_{0}(n m)$ are the frequencies of the unperturbed system. ${ }^{\text {I }}$ A distinction must be made at this point be-

[^40]
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tween non-degenerate and degenerate unperturbed systems. In the former case $\left[\nu_{0}(n m) \neq 0\right.$ when $n \neq m$ ] it follows at once from equation (57) that $S_{0}$ is a diagonal matrix; in the latter the non-diagonal terms of $S_{0}$ do not necessarily vanish. Since the treatment of the two cases differs from here on it will be assumed at first that the unperturbed system is non-degenerate.

When $S_{0}$ is diagonal, equation (55) requires $\left|S_{0}(n m)\right|=$ r; hence, disregarding the undetermined phases always present in $S$, we may take $S_{0}=$ r. The second of equations (56) then becomes

$$
H_{0} S_{\mathrm{x}}-S_{\mathrm{x}} H_{\mathrm{o}}+H_{\mathrm{r}}=W_{\mathrm{x}},
$$

or, for the elements

$$
\begin{equation*}
h \nu_{0}(n m) S_{\mathrm{I}}(n m)+H_{\mathrm{I}}(m m)=W_{\mathrm{I}}(n m) \delta_{n m} . \tag{58}
\end{equation*}
$$

For the diagonal elements this gives the determination of the perturbation energy to first approximation:

$$
\begin{equation*}
W_{\mathrm{r}}(n n)=H_{\mathrm{r}}(n n) . \tag{59}
\end{equation*}
$$

When $n \neq m$ equation (58) determines the non-diagonal elements of $S_{\mathrm{x}}$; the diagonal elements of $S_{\mathrm{x}}$ are undetermined by equation (58) but the condition $S \tilde{S}^{*}=\mathrm{r}$ is satisfied to first approximation if they are taken to be zero. Hence

$$
S_{\mathrm{r}}(n m)=-\frac{H_{\mathrm{r}}(n m)}{h v_{0}(n m)}\left(\mathrm{r}-\delta_{n m}\right) .
$$

The similarity of these results to those of the perturbation theory in classical mechanics will be notect. In par-
ticular equation (59) corresponds to the well-known classical theorem that the perturbation function is to first order the average of the perturbation energy, since the diagonal elements of $H_{\mathrm{I}}$ are its time average. The equation may accordingly be written

$$
W_{\mathrm{x}}=\bar{H}_{\mathrm{I}} .
$$

The remaining equations in (56), when treated in the same way, give

$$
\begin{aligned}
& W_{r}(n n)=F_{r}(n n), \\
& S_{r}(n m)=-\frac{F_{r}(n m)}{h \nu_{0}(n m)}\left(\mathrm{I}-\delta_{n m}\right),
\end{aligned}
$$

each $F_{r}$ being determined by the equations preceding the $r$ th one.

If the unperturbed solution is degenerate it no longer follows from $W_{0} S_{0}=S_{0} W_{0}$ that $S_{0}$ is diagonal. When, for example, $W_{0}(n+\mathrm{x})=W_{0}(n+2)=\ldots .=W_{0}(n+k)$, equation (57) shows that $S_{o}$ can still contain elements that correspond to transitions between the states $n+\mathrm{r}, n+2$, $\ldots, n+k$. The second of equations ( 56 ), however, provides a system of homogeneous linear equations giving these non-vanishing elements of $S_{0}$ and at the same time $W_{r}$. Again forming the time mean over the unperturbed motion (i.e., picking out the rows $n$ and columns $m$ for which the corresponding $\nu(n m)$ vanish) gives the equation

$$
\begin{equation*}
\bar{H}_{x} S_{0}=S_{0} W_{\mathrm{x}}, \tag{60}
\end{equation*}
$$

which provides a system of homogeneous linear equations precisely analogous to equations (3I). As there $W_{\text {I }}$ may
be found independently of $S_{0}$ from the so-called "secular equation,"

$$
\left|\begin{array}{cc}
H_{\mathrm{I}}(n+\mathrm{r}, n+\mathrm{r})-W_{\mathrm{I}} & \ldots H_{\mathrm{r}}(n+\mathrm{r}, n+k)  \tag{6I}\\
H_{\mathrm{I}}(n+2, n+\mathrm{r}) & \ldots H_{\mathrm{I}}(n+2, n+k) \\
\cdot & \\
\cdot & \\
\cdot & \\
H_{\mathrm{I}}(n+k, n+\mathrm{I}) & \ldots H_{\mathrm{r}}(n+k, n+k)-W_{\mathrm{I}}
\end{array}\right|=0 .
$$

The roots give the elements of $W_{\mathrm{I}}$ and the corresponding linear equations determine $S_{0}$ except for a phase factor in each column. From here on the calculation may be carried out as for a non-degenerate system.
§ 5. RESONANCE BETWEEN TWO ATOMS: THE PHYSICAL INTERPRETATION OF THE TRANSFORMATION MATRICES
The completed scheme for the interpretation of the mathematics of the quantum theory depends on certain assumptions as to the physical meaning of the transformation functions. To illustrate the nature of these assumptions and to make them plausible a simple problem will first be discussed-that of the interaction of two atoms in resonance. ${ }^{\text {T}}$

Consider two atoms, I and II, with the characteristic value spectra $W_{I}(n)$ and $W_{I I}(i)$ which have a common characteristic frequency, so that, for instance, $\nu_{I}(n m)=$ $\nu_{I I}(i k)$ or $\dot{W}_{I}(n)-W_{I}(m)=W_{I I}(i)-W_{I I}(k)$; they are thus in resonance. An energy interchange can then occur between the two atoms, even if the coupling between them

[^41]is very weak, the interaction taking place as follows: Atom I goes from the state $n$ to the state $m$, giving up energy $h \nu(n m)$, while atom II takes up the same energy $h \nu(n m)=h \nu(i k)$ in going from state $k$ to state $i$, the process being reversible.

If the uncoupled atoms are considered as the "unperturbed" system the interaction energy $H_{\mathrm{x}}$ may be treated as a perturbation by the method of §4. A state of the combined atoms, in the system in which $W_{I}+W_{I I}$ is diagonal, may be specified by two integers ( $n k$ ), the first giving the state of atom $I$, the second the state of atom II. The states ( $n k$ ) and ( $m i$ ) of the unperturbed system then have equal energies by virtue of the relation

$$
\begin{equation*}
W_{0}(n k)=W_{I}(n)+W_{I I}(k)=W_{I}(m)+W_{I I}(i)=W_{0}(m i) \tag{62}
\end{equation*}
$$

resulting from the equality of frequencies; the resonance thus introduces a characteristic degeneracy. The secular equation for the determination of the perturbation $W_{I}$ in the energy may be set up as in § 2 by picking out the elements of the interaction energy $H_{\mathrm{r}}(n k ; m i)$ for which the frequencies $\nu(n k ; m i)=(\mathrm{I} / h)\left[W_{0}(n k)+W_{0}(m i)\right]$ vanish by equation (62). This gives, corresponding to equation (6I),

$$
\left|\begin{array}{ll}
H_{\mathrm{I}}(n k ; n k)-W_{\mathrm{I}} & H_{\mathrm{I}}(n k ; m i)  \tag{63}\\
H_{\mathrm{I}}(m i ; n k) & H_{\mathrm{I}}(m i ; m i)-W_{\mathrm{I}}
\end{array}\right|=0 .
$$

The two solutions of this quation are the perturbation energies $W_{\mathrm{r}}(a)$ and $W_{\mathbf{r}}(b)$ of the two states of the coupled system which replace the states ( $n k$ ) and ( $m i$ ) of equal energy for the uncoupled system. (The more symmetric notation $W(n k ; m i)$, etc., is likely to lead to confusion,
since there is not one-to-one correspondence with the unperturbed states.) To each root of equation ( $6_{3}$ ) corresponds a column of the transformation matrix $S$ (obtained by solution of the linear equations) which will be of the form

$$
\begin{aligned}
& \left.\begin{array}{l}
S(n k ; a)=s(n k ; a) e^{i \phi_{a}} \\
S(m i ; a)=s(m i ; a) e^{i \phi_{a}}
\end{array}\right\} \text { for } W_{\mathrm{I}}(a), \\
& \left.\begin{array}{l}
S(n k ; b)=s(n k ; b) e^{i \phi_{b}} \\
S(m i ; b)=s(m i ; b) e^{i \phi_{b}}
\end{array}\right\} \text { for } W_{\mathrm{I}}(b) . .
\end{aligned}
$$

The $\phi$ 's are real quantities undetermined by the "normalization" $S \tilde{S}^{*}=$ r. The orthogonal matrix

$$
S=\left\|\begin{array}{ll}
s(n k ; a) e^{i \phi_{b}} & s(n k ; b) e^{i \phi_{b}}  \tag{64}\\
s(m i ; a) e^{i \phi_{a}} & s(m i ; b) e^{i \phi_{b}}
\end{array}\right\|
$$

is thus the zeroth approximation to the transformation function leading from the system in which the energies $W_{I}$ and $W_{I I}$ are diagonal to the system in which the total energy $W_{I}+W_{I I}=W$ is diagonal.

It may be noted parenthetically that in the case of two equivalent atoms resonance will always occur. This special case is obtained from the foregoing by setting $i=n$ and $k=m$; it is then readily shown that

$$
\begin{aligned}
& H_{\mathrm{x}}(n m ; n m)=H_{\mathrm{I}}(m n ; m n), \\
& H_{\mathrm{I}}(n m ; m n)=H_{\mathrm{x}}(m n ; n m),
\end{aligned}
$$

when the interaction is symmetric in the two systems. Since $H_{\mathrm{r}}$ is Hermitian the non-diagonal terms in the de-
terminant of equation (63) are real, and the solutions are seen to be

$$
\left.\begin{array}{l}
W_{\mathrm{I}}(a)=H_{\mathrm{I}}(n m ; n m)+H_{\mathrm{r}}(m n ; n m),  \tag{65}\\
W_{\mathrm{I}}(b)=H_{\mathrm{I}}(n m ; n m)-H_{\mathrm{I}}(m n ; n m) .
\end{array}\right\}
$$

For the corresponding matrix of the $s$ 's the calculation gives, after normalization,

$$
n m\left\|\begin{array}{cc}
(a) & (b) \\
m n & -\frac{I}{\sqrt{2}}  \tag{66}\\
\frac{I}{\sqrt{2}} & \frac{I}{\sqrt{2}}
\end{array}\right\| .
$$

We return now to the general case.
We shall next discuss the further physical information that may be obtained from these results. Consider, for instance, the question of what may be said in the quantum theory as to the energy of atom I alone as a function of the time. Classically there would occur between two coupled oscillators of equal frequency a periodic and harmonic energy interchange with a frequency proportional to the coupling force; the energy of one of the oscillators would be given by a curve like that of Figure Ig $a$. In the quantum theory, on the other hand, it is to be expected that the energy of atom I has either the value $W_{I}(n)$ or $W_{I}(m)$, with a probability of transition between these values depending again on the strength of coupling; $H_{I}(t)$ should therefore be represented by a curve like that of Figure $19 b$. To be sure, this curve cannot be calculated in the quantum theory, nor can it be experimentally determined; nevertheless the rules so far obtained for the
physical interpretation of quantum mechanics are sufficient to permit a calculation of the time mean and the mean-square fluctuations of $H_{I}(t)$ or any function of $H_{I}(t)$.



The calculation of the time mean of any function of $H_{I}(t)$ may be made as follows. By rule I of § I the diagonal elements of the matrix representing any quantity give directly the time averages in the corresponding states. The average $\overline{f\left(H_{I}\right)}{ }_{a}$ in the state $a$ may therefore be calculated in terms of the diagonal elements $f\left(W_{I}(n)\right)$ and $f\left(W_{I}(m)\right)$ of $f\left(H_{I}\right)$ in the system in which $H_{I}$ is itself diagonal (the unperturbed system) by making use of the transformation function $S$ of equation (64):.

$$
\left.\begin{array}{r}
\overline{f\left(H_{I}\right)_{a}}=\left[f\left(H_{I}\right)\right](a a)=S^{*}(n k ; a) f(n k ; n k) S(n k ; a) \\
+S^{*}(m i ; a) f(m i ; m i) S(m i ; a)  \tag{7}\\
=|S(n k ; a)|^{2} f\left(W_{I}(n)(n)\right)+|S(m i ; a)|^{2} f\left(W_{I}(m)\right) .
\end{array}\right\}
$$

This is precisely the expression for the time average which would result from the assumption that $f\left(H_{I}\right)$ can have only the values $f\left(W_{I}(n)\right)$ and $f\left(W_{I}(m)\right)$ and that these values occur with relative frequencies $|S(n k ; a)|^{2}$ and $|S(m i ; a)|^{2}$, respectively. Since $f\left(W_{I}(n)\right)$ and $f\left(W_{I}(m)\right)$ are the elements of $f\left(H_{I}\right)$ in the system in which $f\left(H_{I}\right)$ is diagonal, the first part of the foregoing assumption is equiva-
lent to the hypothesis that the possible values of $f$ are the diagonal elements of its matrix in the system in which it is itself diagonal. The second part, on the other hand, is a consequence of supposing that $|S(n k ; a)|^{2}$ is the relative probability of finding the value $f\left(W_{I}(n)\right)$ for $f\left(H_{I}\right)$ when the total system is in the state $a$. (The index ( $n k$ ) corresponds to the value $f\left(W_{I}(n)\right)$ since it is the label of a stationary state in the system in which $f$ is diagonal.) The interpretation as relative probabilities is consistent because by the normalization $|S(n k ; a)|^{2}+|S(m i ; a)|^{2}=\mathrm{I}$.

While a special problem has been treated here the formal relations are the same in the general transformation problem. Thus if $S\left(a^{\prime} \beta^{\prime}\right)$ is the transformation matrix from a system in which any quantity $\alpha$ is diagonal to a system in which $\beta$ is diagonal ${ }^{x}$ the time average of $f(a)$ will always appear in the form (67); i.e.,

$$
\begin{aligned}
f(a)_{\beta^{\prime}}=[f(\alpha)]\left(\beta^{\prime} \beta^{\prime}\right) & =\sum_{a^{\prime}} S^{*}\left(a^{\prime} \beta^{\prime}\right)[f(\alpha)]\left(a^{\prime} \alpha^{\prime}\right) S\left(\alpha^{\prime} \beta^{\prime}\right) \\
& =\sum_{a^{\prime}}\left|S\left(a^{\prime} \beta^{\prime}\right)\right|^{2} f_{a}\left(a^{\prime} a^{\prime}\right)
\end{aligned}
$$

is the time average of $f(\alpha)$ corresponding to the state $\beta^{\prime}$. It is therefore reasonable to generalize the assumptions made above in a special case and to make the following hypotheses as regards the physical interpretation of the transformation scheme: ${ }^{2}$

The values which a quantity a can take on are given by

[^42]its characteristic value spectrum, i.e., by the elements of its matrix in the system in which it is itself diagonal.

If $S\left(a^{\prime} \beta^{\prime}\right)$ is the unitary transformation matrix from a system in which $a$ is diagonal to a system in which $\beta$ is diagonal then

$$
\begin{equation*}
\left|S\left(a^{\prime} \beta^{\prime}\right)\right|^{2} \tag{68}
\end{equation*}
$$

is the relative probability of finding the value $a^{\prime}$ of a when it is known that the value $\beta^{\prime}$ must be ascribed to $\beta$.

The foregoing assumptions of course apply equally well to the case of continually varying indices and hence to the case in which $S$ is found by solution of a Schrödinger equation.

The detailed discussion of the physical interpretation of the statistical elements thus introduced into the theory will be found in the body of the text and especially in chapter iv. Here it will only be noted that we must add the express condition that the experiment under consideration actually affords a determination of $\alpha^{\prime}$. At first sight this condition appears trivial; it is, however, essential, for an application of the foregoing interpretation of the quantities (68) without consideration of the experiment leading to the measurement of $a^{\prime}$ gives rise at once to logical inconsistencies.

Having established the basis for its physical interpretation, we proceed to the further development of the general transformation theory.

The elements of the transformation matrix $S$ give probabilities only on forming the squares of their absolute magnitudes; they may themselves be called "probability
amplitudes." Carrying out successively a transformation from the system $a$ (the system in which $a$ is diagonal) to a system $\beta$ and then a transformation from the system $\beta$ to the system $\gamma$ gives, since transformations combine by the rule for matrix multiplication,

$$
\begin{equation*}
S\left(a^{\prime} \gamma^{\prime}\right)=\sum_{\beta^{\prime}} S\left(a^{\prime} \beta^{\prime}\right) S\left(\beta^{\prime} \gamma^{\prime}\right) \tag{69}
\end{equation*}
$$

Thus quite independently of $\gamma$ the probability amplitude $S\left(\alpha^{\prime} \gamma^{\prime}\right)$ can always be represented as a linear function of the set of probability amplitudes $S\left(\alpha^{\prime} \beta^{\prime}\right)$. The probability amplitude for finding $a^{\prime}$ regardless of the predetermined quantity $\gamma^{\prime}$, which may be written simply $S\left(a^{\prime}\right)$, is therefore, even in the most general case, a linear function of the elements of the transformation matrix $S\left(\alpha^{\prime} \beta^{\prime}\right)$, and the system $\beta$ may be chosen arbitrarily. In particular $\beta$ may be taken to be the energy, and $S\left(a^{\prime}\right)$ can then always be expressed in the form

$$
\begin{equation*}
S\left(a^{\prime}\right)=\sum_{W^{\prime}} c_{W^{\prime}} S_{W^{\prime}}\left(a^{\prime}\right), \tag{70}
\end{equation*}
$$

where the $c_{W^{\prime}}$ 's are constants and $S_{W^{\prime}}\left(a^{\prime}\right)$ is the transformation matrix to the system in which $W$ is diagonal.

While the probabilities $S_{W^{\prime}}\left(a^{\prime}\right)$ are always constant in time, referring to a stationary state $W^{\prime}$, this is not true in general for $\left|S\left(a^{\prime}\right)\right|^{2}$ (i.e., when something other than the energy is specified). The proper time dependence of $S\left(a^{\prime}\right)$ may be deduced from the following considerations:

According to ( 9 ) each matrix element $x(n m)$ has a time
factor $\epsilon^{\frac{2 \pi 2}{h}\left(W_{n}-W_{m}\right) t}$ in the system in which the energy is diagonal. Since on transforming to this system from any other system

$$
\begin{equation*}
x(n m)=\sum_{a^{\prime} \alpha^{\prime \prime}} S^{*}\left(\alpha^{\prime} n\right) x\left(\alpha^{\prime} a^{\prime \prime}\right) S\left(\alpha^{\prime \prime} m\right) \tag{7r}
\end{equation*}
$$

the correct time dependence will be obtained by providing each element $S\left(\alpha^{\prime} n\right)$ with the time factor $e^{-\frac{2 \pi i}{h} W_{n} t}$. This is possible since hitherto $S\left(a^{\prime} n\right)$ has contained an arbitrary phase factor of absolute magnitude i; from now on it will be understood that $S\left(a^{\prime} n\right)=S_{W r}\left(a^{\prime}\right)$ contains this time factor.

The most general probability amplitude $S\left(a^{\prime}\right)$, since it can be expressed in the form (70), must satisfy the equation $H S-S W=0$ determining the $S_{W^{\prime}}\left(a^{\prime}\right)$. Since $S W=$ $-(h / 2 \pi i)(\partial S / \partial t)$ when $S$ has the time factor introduced above, the equation for $S\left(a^{\prime}\right)$ becomes

$$
\begin{equation*}
\sum_{a^{\prime \prime}} H\left(a^{\prime} a^{\prime \prime}\right) S\left(a^{\prime \prime}\right)+\frac{h}{2 \pi i} \frac{\partial S\left(a^{\prime}\right)}{\partial t}=0 \tag{72}
\end{equation*}
$$

In particular taking $\alpha$ to be a co-ordinate $q$, this becomes the wave equation of Schrodinger,

$$
\begin{equation*}
H\left(\frac{h}{2 \pi \imath} \frac{\partial}{\partial q}, q\right) \psi(q)+\frac{h}{2 \pi i} \frac{\partial \psi(q)}{\partial t}=0 . \tag{73}
\end{equation*}
$$

Characteristicsolutions of the form $\psi_{W^{\prime}}(q)=u_{W^{\prime}}(q) e^{-\frac{2 \pi \pi^{2}}{\bar{h}} W^{\prime} t}$ correspond to the elements $S_{W^{\prime}}\left(\alpha^{\prime}\right)$ with the time factor, and by (70) the most general probability amplitude is

$$
\begin{equation*}
\psi=\sum_{W^{\prime}} c_{W^{\prime}} u_{W^{\prime}} e^{-\frac{2 \pi i}{h} \cdot W^{\prime} t} \tag{74}
\end{equation*}
$$

As an example of the application of equation (72) consider again the example of coupled atoms. Suppose a measurement at time $t=0$ gives the result that atom I is in state $n$ and atom II in state $k$. Equation (72) then gives the variation with time of the matrix $S$ given by equation (64), in which the time is contained only in the phases $\phi_{a}$ and $\phi_{b}$. Substitution in equation ( 72 ), since the matrix $s$ of the constant amplitudes satisfies the equation $H s+$ $s W=0$, gives

$$
\frac{h}{2 \pi i} \frac{\partial \phi_{a}}{\partial t}=-W_{a}, \quad \frac{h}{2 \pi i} \frac{\partial \phi_{b}}{\partial t}=-W_{b} .
$$

Hence $\phi_{a}=-2 \pi i / h \cdot W_{a} t+$ Const. and $\phi_{b}=-2 \pi i / h \cdot W_{b} t+$ Const. and the characteristic solutions of equation (70) are $S(n k ; a)=$ Const. $\times s(n k ; a) e^{-\frac{2 \pi i}{h} W_{a t}}$, etc. The general probability amplitudes are then by equation (70),

$$
\begin{aligned}
& S(n k)=c_{a} s(n k ; a) e^{-\frac{2 \pi t}{h} W_{a} t}+c_{b} s(n k ; b) e^{-\frac{2 \pi t}{h} W_{b} t}, \\
& S(m i)=c_{a} s(m i ; a) e^{-\frac{2 \pi l}{h} W_{a} t}+c_{b} s(m i ; b) e^{-\frac{2 \pi l}{h} W_{b} t},
\end{aligned}
$$

where the $c$ 's are constants which may be determined by the initial conditions. Since in this case the initial conditions are $S(n k)=\mathrm{I}, S(m i)=0$, and the determinant of the $s$ 's is r , we readily find

$$
\begin{gathered}
S(n k)=s(m i ; b) s(n k ; a) e^{-\frac{2 \pi i}{h} W_{a} t}-s(m i ; a) s(n k ; b) e^{-\frac{2 \pi i}{h} W_{b} t}, \\
S(m i)=s(m i ; b) s(m i ; b)\left[e^{-\frac{2 \pi i}{h} W_{a} t}-e^{-\frac{2 \pi i}{h} W_{b} t}\right] .
\end{gathered}
$$

For the special case of equivalent atoms, where $s$ has the form (66),

$$
\begin{aligned}
& S(n m)=\frac{1}{2}\left(e^{-\frac{2 \pi i}{h} W_{a} t}+e^{-\frac{2 \pi i}{h} W_{b} t}\right) \\
& S(m n)=\frac{1}{2}\left(e^{-\frac{2 \pi i}{h} W W_{a} t}-e^{-\frac{2 \pi i}{h} W_{b} t}\right) .
\end{aligned}
$$

From this follow the probabilities

$$
\begin{aligned}
& |S(n m)|^{2}=\frac{1}{2}\left[\mathrm{I}+\cos { }_{h}^{2 \pi}\left(W_{a}-W_{b}\right) t\right] \\
& |S(m n)|^{2}=\frac{1}{2}\left[\mathrm{I}-\cos _{h}^{2 \pi}\left(W_{a}-W_{b}\right) t\right] .
\end{aligned}
$$

These formulas give the probabilities of finding ( $n m$ ) or ( $m n$ ) as functions of the time. As $W_{a}-W_{b}$ is small to the order of magnitude of the interaction energy of the atoms, the probabilities vary only slowly. Shortly after the first measurement (i e, for small values of $t$ ) it is extremely probable that we find again the configuration ( nm ). If, however, the second measurement is made exactly at time $t=\frac{1}{2} h\left(W_{a}-W_{b}\right)$, the result will certainly be the configuration ( $m n$ ). All of these considerations are valid only when the system actually remains unperturbed in the interval between the two measurements; that is, actually remains governed by equation (72). This condition is, of course, quite trivial. It is specially mentioned here, however, as it is of decisive importance for the consistency of the theory.

The interpretation of the transformation matrices as probability functions just sketched gives a complete scheme for the application of the mathematics of the quantum mechanics to all physical problems.
§ 6. THE CORPUSCULAR CONCEPT FOR RADIATION
The corpuscular theory of radiation is too well known in its general outlines to require extended discussion at this point. It is essentially Einstein's theory of light quanta according to which radiation can be regarded as the action of rapidly moving particles (quanta) whose velocity is always $c$. Energy $E$ and momentum $p$ are related by the fundamental equation

$$
\begin{equation*}
E=c p, \tag{75}
\end{equation*}
$$

and the color is given by the quantum relation

$$
\nu=\frac{E}{h} .
$$

Light quanta can appear and disappear, so that in contradistinction to the particle picture of matter their number is variable. No interaction takes place between different light quanta (when gravitation is disregarded), but the interaction between light quanta and matter is responsible for the phenomena of absorption, emission, and dispersion.

## § 7. QUANTUM STATISTICS

Consider a system of $n$ identical particles that are entirely indistinguishable from each other (e.g., electrons or photons). For simplicity it will be assumed that the system has only a discrete characteristic value spectrum, and the interaction between the particles will at first be neglected. The problem may be treated by first determining the possible states and corresponding characteristic functions $\psi_{a}(r)$ for the individual particles and then considering the distribution of the $n$ particles among these
states. In order to treat such a statistical distribution it is necessary to define what constitutes a distinct state of the system.

In classical statistics (Boltzmann statistics) a distribution of $n$ particles among $n$ different states has a relative probability $n$ !, since obviously every permutation of the $n$ particles represents an independent realization of the given distribution. In the quantum theory this means that every distribution of $n$ particles among $n$ different states corresponds to an $n!$-fold degenerate term of the total system. The corresponding $n$ ! linearly independent characteristic functions are obtained by performing the $n$ ! permutations of the $r_{\beta_{k}}$ with the $\alpha_{\imath}$ fixed, in the expression

$$
\begin{equation*}
\psi a_{a_{1}}\left(\gamma_{\beta_{1}}\right) \psi \psi_{a_{2}}\left(\dot{r}_{\beta_{2}}\right) \psi_{a_{n}}\left(r_{\beta_{n}}\right) . \tag{76}
\end{equation*}
$$

Instead of the functions (76) any other system of $n$ ! linearly independent linear aggregates may of course be used to describe the $n$-body problem. One is led to such a system of functions, for example, on attempting to treat the interaction of the particles as a perturbation. Among the $n$ ! linear aggregates thus obtained two are singled out by a particularly simple structure:

$$
\begin{equation*}
\sum_{\substack{\text { All } \\ \text { rmutations }}} \psi_{a_{x}}\left(r_{1}\right) \psi_{a_{2}}\left(r_{2}\right) \ldots \psi_{a_{n}}\left(r_{n}\right) \tag{77}
\end{equation*}
$$

and the determinant

$$
\begin{equation*}
\left|\psi \mathrm{a}_{1}\left(r_{k}\right)\right| \quad(i, k=\mathrm{x}, 2, \ldots, n) . \tag{78}
\end{equation*}
$$

The first is unaltered by any interchange of two particles and is called the "symmetric characteristic function" of the system; the second only changes its sign on such an interchange and is called the "antisymmetric characteristic function." If it is assumed that the $\psi_{a}$ 's are normalized, then it is readily shown that the characteristic functions (77) and ( 78 ) of the total system are also normalized if multiplied by $\sqrt{\mathrm{r} / n!}$.

These relations are clearly illustrated in the simplest case of $n=2$. Corresponding to one particle in state $a_{1}$ and the other in state $a_{2}$, there is then a doubly degenerate term with the two characteristic functions.

$$
\begin{aligned}
& \psi_{s}(\mathrm{I}, 2)=\frac{\mathrm{I}}{\sqrt{2}}\left[\psi_{a_{x}}\left(r_{\mathrm{x}}\right) \psi_{a_{3}}\left(r_{2}\right)+\psi_{a_{\mathrm{x}}}\left(r_{2}\right) \psi_{a_{2}}\left(r_{\mathrm{x}}\right)\right], \\
& \psi_{a}(\mathrm{I}, 2)=\frac{\mathrm{I}}{\sqrt{2}}\left[\psi_{a_{x}}\left(r_{\mathrm{x}}\right) \psi \psi_{a_{2}}\left(r_{2}\right)-\psi{a_{x}}_{\mathrm{x}}\left(r_{2}\right) \psi_{a_{2}}\left(r_{\mathrm{I}}\right)\right] .
\end{aligned}
$$

In the first place it is readily seen that no intercombinations can take place between terms with symmetric and terms with antisymmetric characteristic functions. The probability of such a transition is always given by an integral of the form

$$
\begin{equation*}
\int f(\mathrm{I}, 2) \psi_{s}(\mathrm{r}, 2) \psi_{a}(\mathrm{I}, 2) d \tau_{\mathrm{r}} d \tau_{2} \tag{79}
\end{equation*}
$$

in which $f(\mathrm{r}, 2)$ is a function which is not altered when the particles are interchanged, since the two particles are indistinguishable. If now the two electrons are interchanged in (79) the value of the integral is clearly unaltered, since it is only the designation of the variables of integration that is changed. On the other hand, the sign of $\psi_{a}(\mathrm{r}, 2)$
is reversed while all other quantities in the integrand remain the same. Accordingly (79) must vanish.

A more thorough mathematical investigation based on the theory of the representation of groups shows that this special result must be generalized to the following:T

The terms of a system of $n$ equal particles may always be divided into partial systems in such a way that only the terms belonging to a given partial system can combine with each other. In particular, there will always occur two partial systems in one of which the characteristic functions are symmetric, while in the other they are antisymmetric.

This result remains valid for any interaction between the particles provided only that the interaction of the particles is a symmetric function of their co-ordinates.

The fact that intercombinations cannot occur between two different term systems leaves open the possibility of introducing further hypotheses which exclude all but one of these systems from physical significance.

Consider, for example, the symmetric term system alone. A definite distribution of the particles among the individual states of the single particles (again neglecting the interaction) corresponds, in this term system, to only a single characteristic function. The possibilities that are represented in the symmetric term system therefore correspond to those states which are distinguished in the Bose-Einstein ${ }^{2}$ statistics.

In the term system made up of antisymmetric char-

[^43]acteristic functions, on the other hand, any function which corresponds to two particles in the same state necessarily vanishes. This is the expression in the quantum theory of the Paulir exclusion of equivalent orbits, which applies to electrons and protons. The choice of an antisymmetric term system corresponds to the use of the Fermi ${ }^{2}$-Dirac ${ }^{3}$ statistics.

Quantum statistics thus singles out one term system from the possible term manifolds of an $n$-body problem, of either symmetric or antisymmetric characteristic functions, as the only physically significant one; each term of the manifold thus singled out represents a distinct state of the physical system of $n$-bodies. The first case corresponds to the Bose-Einstein statistics, which applies to light quanta; the second to the Pauli-Fermi-Dirac statistics. It is important to remember that this formulation remains valid for any interaction of the particles.

In applying the Pauli exclusion principle to electrons or protons it must not be forgotten that $r_{k}$, in $\psi_{a}\left(r_{k}\right)$, represents not only the three space co-ordinates of the $k$ th particle, but also the fourth variable describing the spin which can only have the values $+\frac{1}{2}$ and $-\frac{1}{2}$.

The formulation of quantum statistics in the wave picture will be treated in § 10.

## § 8. THE WAVE CONCEPT FOR MATTER AND RADIATION: CLASSICAL THEORY

The classical wave theory is that of the de Broglie waves for matter and of eleqtromagnetic waves for radiation. This section will treat primarily those waves which

[^44]
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are associated with the electron (the proton waves can be treated in an entirely similar manner), though light waves will also be considered briefly. No attempt will be made to include relativistic effects, and it is then logical to treat only electrostatic forces and to neglect magnetic and retardational phenomena.

The proper wave equation for matter waves was first discovered by Schrodinger, ${ }^{1}$ and is most simply obtained from the transformation equation (73) of $\S 5$. This general Schrodinger equation (73) cannot itself be properly regarded as a true wave equation, since it is an equation in $3 N$-dimensional co-ordinate space for $N$ particles; however, for $N=\mathrm{r}$ this space reduces to ordinary 3 -space, and it is therefore reasonable to try to regard the equation in this special case as the space-time (i.e., the classical) equation for matter waves. The transformation function $\psi(x y z)$ is then to be considered as a "field scalar."

For one (corpuscular) electron the total Hamiltonian is made up of the kinetic energy $E_{\text {kn }}=(\mathrm{I} / 2 \mu)\left(p_{x}^{2}+p_{y}^{2}\right.$ $+p_{z}^{2}$ ) and the potential energy $E_{\mathrm{pot}}=-e V$, where $e$ and $\mu$ are the charge and mass of the electron respectively and $V$ is the electrostatic potential. Hence equation (73) in this case reduces to

$$
\begin{equation*}
\frac{h^{2}}{8 \pi^{2} \mu} \nabla^{2} \psi+e V \psi-\underset{2 \pi i}{h} \partial \psi=0, \tag{80}
\end{equation*}
$$

where $\nabla^{2}$ is the Laplacian operator $\left(\partial^{2} / \partial x^{2}\right)+\left(\partial^{2} / \partial y^{2}\right)$ $+\left(\partial^{2} / \partial z^{2}\right)$. The conjugate complex equation

$$
\begin{equation*}
\stackrel{h^{2}}{8 \pi^{2} \mu} \nabla^{2} \psi^{*}+e V \psi^{*}+{ }_{2 \pi i}^{h} \partial \psi^{*}=0 \tag{8I}
\end{equation*}
$$

is implicitly contained in equation (80).

[^45]The mathematical theory of these equations can be regarded as a "classical" theory of matter waves, though of course in this case the interpretation of the mathematics is essentially different from that of the foregoing sections. The quantities entering into these equations can all be visualized in terms of space and time just as can the quantities in the Maxwell equations, since they are all functions only of the four variables $x, y, z, t$.

The wave theory does not consider electrons, and $e$ and $\mu$ are merely universal constants of the wave equation. Although equations (80) and (8I) were obtained from the one-electron problem of the corpuscular theory, they are now in no manner restricted "to apply to one electron only," for the phrase is meaningless in the wave theory. On the contrary they have complete generality in so far as "waves of negative electricity" are concerned. From this remark it follows at once that, in contrast to the quantum theory of the one-electron problem, $V$ no longer simply represents the potential of the external forces but also includes the potential of the matter waves themselves, that is, it takes account of the reaction of one part of the charge distribution upon another part. This theory will be as unable to represent the phenomena of atomic physics as the Maxwell theory. Its value is exclusively heuristic in that it is related to the quantum theory of waves in the same way that classical mechanics is related to the quantum theory of particles.

As a first example the case of very small wave amplitude, i.e., very low density of matter, will be treated. It will assume that the external potential is also zero, so that
$V$ vanishes to the requisite approximation. Then equation (80) becomes

$$
\begin{equation*}
\frac{h^{2}}{8 \pi^{2} \mu} \nabla^{2} \psi-\frac{h}{2 \pi i} \frac{\partial \psi}{\partial t}=0, \tag{82}
\end{equation*}
$$

which possesses the solution

$$
\psi=e^{\frac{2 \pi i}{h}\left(p_{x} x+p_{y} y+p_{z} z-E t\right)}
$$

where

$$
E=\frac{\mathrm{I}}{2 \mu}\left(p_{x}^{2}+p_{y}^{2}+p_{z}^{2}\right)=\frac{\mathrm{I}}{2 \mu} p^{2} .
$$

These have the form of plane waves, the direction of the wave normal being given by $p_{x}, p_{y}, p_{s}$ and the wavelength and frequency being

$$
\begin{equation*}
\lambda=\frac{h}{p}, \quad \nu=\frac{E}{h} . \tag{83}
\end{equation*}
$$

The phase velocity $v_{\phi}$ of the waves is

$$
\begin{equation*}
v_{\phi}=\frac{E}{p}=\frac{p}{2 \mu}, \tag{84}
\end{equation*}
$$

while the group velocity $v_{g}$ can be calculated from elementary optical principles to be

$$
\begin{equation*}
v_{g}=\frac{d E}{d p}=\frac{p}{\mu}=\frac{h}{\lambda \mu} . \tag{85}
\end{equation*}
$$

According to de Broglie, ${ }^{\mathrm{r}}$ these are the equations which govern the interference of matter waves for very low
${ }^{\text { }}$ L. de Broglie, Annales de Physique, 10 Série, 2, 22, 1925; Ondes et Mouvement, Paris, 1926.
density. The relationship between group velocity and wave-length permits an association of wave-length to moving complexes of negative electricity without in any way appealing to the particle picture. This theory of de Broglie therefore gives a simple qualitative account of the experiments of Davisson and Germer, Thomson, Rupp, and others. This is precisely analogous to the success of the classical mechanics in explaining the Wilson photographs, the deflection of cathode rays by electric fields, etc. Nevertheless one can regard these achievements of classical theories only as proof of the similarity of the classical and quantum theories, in the sense of the correspondence principle; for the answer to all quantitative questions an appeal must be made to the exact quantum theory.

Before passing on to the quantum theory of waves it will be necessary to elaborate this classical wave theory somewhat further. For this purpose' we return to the wave equation (80) which is not restricted to low density of matter, and make the following assumptions for the interpretation of the wave function $\psi$ :

> Charge density: $\rho=-e \psi^{*} \psi$,
Current density: $\sigma=-\frac{e h}{4 \pi i \mu}\left(\psi^{*} \nabla \psi-\psi \nabla \psi^{*}\right)$,
> Energy density: $u=\frac{h^{2}}{8 \pi^{2} \mu} \nabla \psi^{*} \cdot \nabla \psi$.

The strict justification of these assumptions can be found only in the later developments of the quantum theory of waves. None the less they are plausible at this point be-
cause the quantities $\rho, \sigma$, and $u$ thus introduced obey by virtue of equations (80) and (8x) the following conservation laws of the kind which must be demanded of any classical theory:
Conservation of charge: $\frac{d}{d t} \int \rho d v=0$,
Conservation of momentum: $\frac{d}{d t} \int \sigma d v=-e \int \nabla V \psi^{*} \psi d v,(87 b)$
Conservation of energy: $\frac{d}{d t} \int u d v=\int e V \frac{\partial}{\partial t}\left(\psi^{*} \psi\right) d v$.
In these equations $d v$ is the volume element and the integrals are over all space. It is assumed that $\psi$ vanishes over the infinite sphere so that whenever Green's theorem is applied the surface integral vanishes. To deduce (87a) multiply equation (80) by $\psi^{*}$ and equation (8I) by $\psi$, subtract the two equations thus obtained, integrate over all space and apply Green's theorem. To deduce ( 876 ) multiply equation (80) by $\partial \psi^{*} / \partial x$, differentiate equation (8I) with respect to $x$, multiply by $\psi$, and then subtract and integrate as before. Finally, $(87 c)$ is deduced in the same manner as ( $87 a$ ) except that the equations are added instead of subtracted.

Besides the waves of negative electricity other charges may be present in space, such as atomic nuclei, charged condensers, etc. The density of these charges will be designated by $\rho_{0}$. The total electric potential must then be determined by Poisson's equation $\nabla \cdot E=4 \pi\left(\rho+\rho_{o}\right)$, or

$$
\begin{equation*}
\nabla^{2} V=-4 \pi\left(\rho+\rho_{0}\right) . \tag{88}
\end{equation*}
$$

For the purpose of the quantum theory of wave fields to be developed in the next sections it is necessary to note
that equations (80), (8r), and (88) can all three be deduced from a single variation principle. The proper Lagrangian function is seen to be

$$
\left.\begin{array}{rl}
L=-\frac{h^{2}}{8 \pi^{2} \mu} \nabla \psi^{*} \cdot \nabla \psi-{ }_{4 \pi i}^{h}\left(\frac{\partial \psi}{\partial t} \psi^{*}-\frac{\partial \psi^{*}}{\partial t} \psi\right) \\
& +e V \psi \psi^{*}-\rho_{0} V+{ }_{8 \pi}^{\mathrm{I}} \nabla V \cdot \nabla V, \tag{89}
\end{array}\right\}
$$

since on varying $\psi$ and $\psi^{*}$ the condition

$$
\iint L d v d t=\text { Extremum }
$$

gives the equations (80) and (8r), respectively, and on varying $V$ gives equation (88).

The total energy of the system is composed of the energy of the matter waves and that of the electromagnetic field. Hence the total energy density $\mathscr{J}^{\prime}$ is given by the equation

$$
\begin{equation*}
\mathscr{H}=\frac{h^{2}}{8 \pi^{2} \mu} \nabla \psi^{*} \cdot \nabla \psi+{ }_{8 \pi}^{\mathrm{I}} \nabla V \cdot \nabla V, \tag{90}
\end{equation*}
$$

and the conservation law

$$
\begin{equation*}
H=\int \mathscr{K} \mathscr{C}^{\prime} d v=\text { Const. } \tag{9I}
\end{equation*}
$$

is readily proved, provided $\rho_{0}$ is independent of the time. The proof is as follows: From equations (90), (88), and ( $87 c$ )

$$
\begin{aligned}
\frac{d H}{d t} & =\int d v\left[\frac{\partial u}{\partial t}-\mathbf{I}-\frac{\partial}{4 \pi}(\nabla V \cdot \nabla V)\right] \\
& =\int d v\left[\frac{\partial u}{\partial t}-V \frac{\partial}{\partial t}\left(e \psi \psi^{*}\right)\right] \\
& =0 .
\end{aligned}
$$

This self-consistent space-time theory, built according to the model of a classical field theory, does not as yet contain a single corpuscular element. This is evident above all from the fact that the total charge of the system

$$
\begin{equation*}
\int \rho d v=-e \int \psi^{*} \psi d v \tag{92}
\end{equation*}
$$

can take on any desired value, and not merely the values $-e,-2 e,-3 e, \ldots$, as must be required of any true theory of atomic (or quantized) systems. Furthermore, the total energy and the characteristic frequencies can also have any value, since the differential equations are non-linear and the characteristic frequencies therefore depend on the amplitudes of $\psi$. In spite of these defects (which are those of any classical theory), the present theory can be used to account for atomic phenomena in a manner precisely analogous to that used by Bohr and Sommerfeld in applying the classical corpuscular theory. Just as these authors introduced the conditions $\int p_{h} d q_{k}=$ $n_{k} h$ into classical mechanics, so Hartree ${ }^{x}$ has been able to give an approximate account of atomic spectra by imposing the "quantum conditions"

$$
\begin{equation*}
\int \psi_{k}^{*} \psi_{k} d v=n_{k} \tag{93}
\end{equation*}
$$

in the present field theory. ${ }^{2}$ The quantity $n_{h}$ is an integer, and the suffix $k$ refers to a characteristic vibration of the system. Hartree is able to obtain satisfactory results only

[^46]upon neglecting the periodic time-variations in $V$, which are produced by the periodic character of $\psi$. This is analogous to the difficulties encountered by the Bohr-Sommerfeld theory. It is characteristic that this field theory is quite as difficult to treat mathematically as the classical mechanics; at any rate it is far more difficult than the quantum theory of either particles or waves.

It is probably unnecessary to enter into a detailed account of the classical theory of radiation, since this is the well-known Maxwell theory. It contains no quantum element whatsoever, as witnessed by the fact that the energy $\int\left(E^{2}+H^{2}\right) d v$ is continuously variable. Again the difficulty may be avoided by quantum conditions like those of Hartree, which make possible only discontinuous energy changes of amount $h \nu$; this does not, however, lead to a quantum theory of the field.

## § 9. QUANTUM THEORY OF WAVE FIELDS ${ }^{\text {x }}$

The mathematical apparatus necessary for the quantum theory of wave fields may be put in a form completely analogous to that of the quantum mechanics of particles provided the classical wave theory is first brought into a form analogous to the Hamiltonian form of classical mechanics. The present section treats the general problem of a classical wave theory that can be derived from a variation principle. The Lagrangian function of this variation principle may contain a number of wave functions $\psi_{a}=\psi_{a}(x, y, z, t),(a=\mathrm{I}, 2,3, \ldots)\left[\right.$ e.g., $\psi, \psi^{*}$, and $V$ of $\S 8]$, their first order space derivatives $\left(\partial \psi_{a} / \partial x_{2}\right)$

[^47]( $i=\mathrm{I}, 2,3$ for $x, y, z$ ), and their first-order time derivatives $\left(\partial \psi_{a} / \partial t\right)=\dot{\psi}_{a}$. The variation principle will then be
\[

$$
\begin{equation*}
\iint L\left(\psi_{a}, \frac{\partial \psi_{a}}{\partial x_{2}}, \dot{\psi}_{a}\right) d v d t=\text { Extremum } \tag{94}
\end{equation*}
$$

\]

and the wave equations are the corresponding Eulerian equations

$$
\begin{equation*}
\frac{\partial L}{\partial \psi_{a}}-\sum_{i} \frac{\partial}{\partial x_{i}} \frac{\partial L}{\partial\left(\frac{\partial \psi_{a}}{\partial x_{2}}\right)}-\frac{\partial}{\partial t} \frac{\partial L}{\partial \dot{\psi}_{a}}=0 \quad(a=\mathrm{I}, 2, \ldots) . \tag{95}
\end{equation*}
$$

The classical mechanics of a system of particles may be derived entirely from Hamilton's variation principle

$$
\begin{equation*}
\int L\left(q_{k}, \dot{q}_{k}\right) d t=\text { Extremum. } \tag{96}
\end{equation*}
$$

The variation principle (94) for a continuous field may be made formally similar to the variation principle ( 96 ) for a discrete set of particles by introducing the quantity

$$
\begin{equation*}
\bar{L}=\int L\left(\psi_{a}, \frac{\partial \psi_{a}}{\partial x_{\imath}}, \dot{\psi}_{a}\right) d v, \tag{97}
\end{equation*}
$$

and then writing (94) in the form

$$
\begin{equation*}
\int \bar{L}\left(\psi_{a}, \frac{\partial \psi_{a}}{\partial x_{i}}, \dot{\psi}_{a}\right) d t=\text { Extremum } \tag{98}
\end{equation*}
$$

Now while $L\left(q_{k}, \dot{q}_{k}\right)$ depends on the $q_{k}$ for all values of the index $k, \bar{L}\left[\psi_{a},\left(\partial \psi_{a} / \partial x_{i}\right), \psi_{a}\right]$ is determined by the values of $\psi_{a}$ and $\dot{\psi}_{a}$ at all points of space. Hence the analogy between the two quantities is complete if the points $P$ of
the space be regarded as the indices of the wave function. The complete wave function may then be regarded as the complex of quantities $\psi_{a}(P)$ dependent on two kinds of indices: a discrete set $a$ and a continuously variable set $P$. ( $P$, of course, takes the place of the three indices $x, y, z$.)

The Eulerian equations (95) may now be expressed in terms of the Lagrangian $\bar{L}$, which is the analogue of the Lagrangian for a system of particles. As the analogue of the ordinary derivative $\left(\partial / \partial q_{k}\right) L\left(q_{2}, \dot{q}_{2}\right)$, which may be written

$$
\frac{\partial L}{\partial q_{k}}=\lim _{\Delta q=0} \frac{L\left(q_{2}+\delta_{2 k} \Delta q, \dot{q}_{2}\right)-L\left(q_{2}, \dot{q}_{2}\right)}{\Delta q},
$$

we may define the derivative

$$
\left.\begin{array}{l}
\frac{\delta \bar{L}\left[\psi_{\beta}\left(P^{\prime}\right), \frac{\partial \psi_{\beta}\left(P^{\prime}\right)}{\partial x_{2}}, \dot{\psi}_{\beta}\left(P^{\prime}\right)\right]}{\delta \psi_{a}(P)}= \\
\lim _{\Delta \psi=0} \frac{I}{\Delta \psi}\left\{\overline { L } \left[\psi_{\beta}\left(P^{\prime}\right)+\delta_{\alpha \beta} \delta\left(P-P^{\prime}\right) \Delta \psi\left(P^{\prime}\right),\right.\right.  \tag{و9}\\
\left.\frac{\partial}{\partial x_{i}}\left[\psi_{\beta}\left(P^{\prime}\right)+\delta_{\alpha \beta} \delta\left(P-P^{\prime}\right) \Delta \psi\left(P^{\prime}\right), \dot{\psi}_{\beta}\left(P^{\prime}\right)\right]\right] \\
\left.\quad-\bar{L}\left[\psi_{\beta}\left(P^{\prime}\right), \frac{\partial \psi_{\beta}\left(P^{\prime}\right)}{\partial x_{2}}, \dot{\psi}_{\beta}\left(P^{\prime}\right)\right]\right\}
\end{array}\right\}
$$

The symbol $\delta\left(P-P^{\prime}\right)$ stands for a function analogous to Dirac's $\delta$-function (cf. § 2) having the properties
and

$$
\left.\begin{array}{c}
\delta\left(P-P^{\prime}\right)=0 \quad \text { when } P \neq P^{\prime},  \tag{100}\\
\int \delta\left(P-P^{\prime}\right) d v=\text { r or } \circ,
\end{array}\right\}
$$

according to whether the volume of integration contains or does not contain the point $P^{\prime}$. From the definition (97) of $\bar{L}$ it is readily seen that

$$
\begin{equation*}
\frac{\delta \bar{L}}{\delta \psi_{a}}=\frac{\partial L}{\partial \psi_{a}}-\sum_{i} \frac{\partial}{\partial x_{2}} \frac{\partial L}{\partial\left(\frac{\partial \psi_{a}}{\partial x_{\imath}}\right)} \tag{IOI}
\end{equation*}
$$

Since it is obvious that

$$
\frac{\delta \bar{L}}{\delta \dot{\psi}_{a}}=\frac{\partial L}{\partial \dot{\psi}_{a}}
$$

the Eulerian equations become

$$
\begin{equation*}
\frac{\delta \bar{L}}{\delta \psi_{a}}-\frac{\partial}{\partial t} \frac{\delta \bar{L}}{\delta \dot{\psi}_{a}}=0, \tag{102}
\end{equation*}
$$

in complete analogy to the Lagrangian equations of classical mechanics.

The transition from the Lagrangian to the Hamiltonian form in classical particle mechanics is brought about by introducing the Hamiltonian

$$
\begin{equation*}
H=\sum_{k} p_{k} \dot{q}_{k}-L \tag{IO3}
\end{equation*}
$$

where $p_{k}=\partial L / \partial \dot{q}_{k}$; the equations then take the Hamiltonian form (r). The same procedure will now be used for the wave equations (95). A conjugate $\Pi_{a}$ to the wave function $\psi_{a}$ may be introduced by the relation

$$
\begin{equation*}
\Pi_{a}=\frac{\delta \bar{L}}{\delta \dot{\psi}_{a}}=\frac{\partial L}{\partial \dot{\psi}_{a}} \tag{rO4}
\end{equation*}
$$

and the Hamiltonian will then be, by analogy to (103),

$$
\begin{equation*}
\bar{H}=\int \sum_{a} \Pi_{a} \dot{\psi}_{a} d v-\bar{L} \tag{105}
\end{equation*}
$$

Analogously to the relations between $L$ and $\bar{L}$,
if

$$
\begin{equation*}
\bar{H}=\int H d v \tag{106}
\end{equation*}
$$

$$
\begin{equation*}
H=\sum_{a} \Pi_{a} \dot{\psi}_{a}-L . \tag{107}
\end{equation*}
$$

The wave equations (95) now take the Hamiltonian form

$$
\begin{equation*}
\dot{\psi}_{a}=\frac{\delta \bar{H}}{\delta \Pi_{a}}, \quad \Pi_{a}=-\frac{\delta \bar{H}}{\delta \psi_{a}} . \tag{ro8}
\end{equation*}
$$

Conservation laws may be deduced as in particle mechanics. Directly from (ro8) follows the conservation of energy,

$$
\begin{equation*}
\frac{d \bar{H}}{d t}=0, \tag{rog}
\end{equation*}
$$

while the equations

$$
\begin{equation*}
\frac{d}{d t} \int \sum_{a} \Pi_{a} \frac{\partial \psi_{a}}{\partial x_{i}} d v=0 \quad(i=1,2,3), \tag{IIO}
\end{equation*}
$$

expressing the conservation of momentum follow from (108) and (ror), since

$$
\begin{aligned}
& \frac{d}{d t} \int d v \sum_{a} \Pi_{a} \frac{\partial \psi_{a}}{\partial x_{i}}=\int d v\left[\Pi_{a} \frac{\partial}{\partial x_{i}} \frac{\delta \bar{H}}{\delta \Pi_{a}}-\frac{\partial \psi_{a}}{\partial x_{i}} \frac{\delta \bar{H}}{\delta \psi_{a}}\right], \\
& \quad=-\int d v \sum_{a}\left[\frac{\partial \Pi_{a}}{\partial x_{\imath}} \frac{\delta \bar{H}}{\delta \Pi_{a}}+\frac{\partial \psi_{a}}{\partial x_{i}} \frac{\delta \bar{H}}{\delta \psi_{a}}\right], \\
& \quad=-\int d v \frac{\partial H}{\partial x_{i}}=0 .
\end{aligned}
$$

## r70 PRINCIPLES OF QUANTUM THEORY

In both cases it is assumed that $H$ contains no function of space and time other than $\Pi_{a}, \psi_{a}$, and their derivatives.

The transition from classical theory to quantum theory can now be accomplished without difficulty by analogy to the procedure of § r. Just as the co-ordinates were there replaced by matrices, so here the wave functions may be replaced by non-commutative variables, which can be represented as matrices in a suitably chosen Hilbert space. (Such quantities have been called " $q$-numbers" by Dirac.) To the differential equations (108) must then be added the exchange relations analogous to (15):

$$
\left.\begin{array}{l}
\Pi_{a}(P) \psi_{\beta}\left(P^{\prime}\right)-\psi_{\beta}\left(P^{\prime}\right) \Pi_{a}(P)=\delta_{\alpha \beta} \delta\left(P-P^{\prime}\right) \frac{h}{2 \pi i}, \\
\Pi_{a}(P) \Pi_{\beta}\left(P^{\prime}\right)-\Pi_{\beta}\left(P^{\prime}\right) \Pi_{a}(P)=0, \\
\psi_{a}(P) \psi_{\beta}\left(P^{\prime}\right)-\psi_{\beta}\left(P^{\prime}\right) \psi_{a}(P)=0 .
\end{array}\right\}(I I I)
$$

In this quantum theory of wave fields the space-time coordinates $x, y, z, t$ are thus parameters (like the time in the particle theory); they are therefore numbers in the ordinary sense (called " $c$-members" by Dirac), and of course commute with each other and all other quantities.

The conservation laws

$$
\begin{equation*}
\bar{H}=\text { Const., } \quad \int \sum_{a} \Pi_{a} \frac{\partial \psi_{a}}{\partial x_{2}} d v=\text { Const. } \tag{II2}
\end{equation*}
$$

remain valid, as is readily proved with the help of relations (III).

The simplest method for the mathematical treatment of a wave problem defined by the equations (108) and
(III) is to develop the wave functions in a suitably chosen set of orthogonal function $u_{a}^{r}(P)$ :

$$
\begin{equation*}
\psi_{a}=\sum_{r} a_{r}(t) u_{a}^{r}(P), \quad \Pi_{a}=\sum_{r} b_{r}(t) u_{a}^{r}(P) \tag{II3}
\end{equation*}
$$

The $u_{a}^{r}(P)$ are ordinary $c$-numbers and the coefficients $a_{r}$, $b_{r}$ must then be regarded as $q$-numbers dependent on the time.

In order that $\psi_{a}$ and $\Pi_{a}$ when written in this form shall obey the exchange relations (III), the $a_{r}$ and $b_{r}$ must satisfy the exchange relations

$$
\left.\begin{array}{l}
b_{s} a_{r}-a_{r} b_{s}=\frac{h}{2 \pi_{i}} \delta_{r s},  \tag{II4}\\
a_{s} a_{r}-a_{r} a_{s}=0, \\
b_{s} b_{r}-b_{r} b_{s}=0,
\end{array}\right\}
$$

which are formally analogous to equations (I5). This is readily proved by substituting the developments (II3) in equation (III), multiplying both sides by $u_{a}^{s}(P) u_{\beta}^{f}\left(P^{\prime}\right)$, integrating over $P$ and $P^{\prime}$ and summing over $a$ and $\beta$. In the integration use must be made of the orthogonality relations for the $u_{a}^{r}$ :

$$
\int d v_{P} \sum_{a} u_{a}^{r}(P) u_{a}^{s}(P)=\delta_{r s} .
$$

The Hamiltonian $H$ and the equations of motion (io8) may now be expressed in terms of the $a_{r}$ and $b_{r}$. The methods previously described for solution of a quantum dynamical problem are then available here-in fact, the
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only difference between the quantum theory of wave fields and of particles is that in the former the number of variables is infinite while in the latter it is finite.
§ io. application to waves of negative charge
The method of the last section will now be applied to the waves of negative charge treated in § 8. The classical Lagrangian is then

$$
\begin{aligned}
& L=-\frac{h^{2}}{8 \pi^{2} \mu} \nabla \psi^{*} \cdot \nabla \psi+\frac{I}{8 \pi} \nabla V \cdot \nabla V+e V \psi^{*} \psi \\
& \quad-\rho_{0} V-\frac{h}{4 \pi i}\left(\frac{\partial \psi}{\partial t} \psi^{*}-\frac{\partial \psi^{*}}{\partial t} \psi\right) .
\end{aligned}
$$

Corresponding to the division of the charge density into that of the given external charges ( $\rho_{0}$ ) and that of the internal charges $(\rho)$ the potential $V$ may be written $V=$ $V_{0}+V_{x}$, where

$$
\begin{equation*}
\nabla^{2} V_{0}=-4 \pi \rho_{0}, \quad . \quad \nabla^{2} V_{\mathrm{x}}=4 \pi e \psi^{*} \psi . \tag{II5}
\end{equation*}
$$

The foregoing Lagrangian may then be modified to a more convenient form by adding the total derivatives $(h / 4 \pi i)(\partial / \partial t)\left(\psi^{*} \psi\right)$ and $-(\mathrm{I} / 4 \pi) \nabla \cdot\left(V_{\mathrm{I}} \nabla V_{0}\right)$ and discarding terms involving only the known function $\rho_{0}$. This does not alter the variation problem, and in the Lagrangian

$$
\begin{align*}
& L=-\frac{h^{2}}{8 \pi^{2} \mu} \nabla \psi^{*} \cdot \nabla \psi-\frac{h}{2 \pi i} \frac{\partial \psi}{\partial t} \psi^{*}+\frac{\mathrm{I}}{8 \pi} \nabla V_{\mathrm{I}} \cdot \nabla V_{\mathrm{I}} \\
&+e\left(V_{0}+V_{\mathrm{x}}\right) \psi^{*} \psi \tag{ㄷ́6}
\end{align*}
$$

thus obtained only $\psi, \psi^{*}$, and $V_{\mathrm{r}}$ are to be varied.

A slight difficulty arises because of the fact that the time derivative of $V_{\mathrm{I}}$ does not occur in (II6), thus making it impossible to introduce the exchange relations (ini), since the conjugate to $V_{\mathrm{I}}$ defined by equation (104) would vanish. The dilemma is easily avoided, however, by not regarding $V_{\mathrm{r}}$ as an independent wave function but rather treating the equation resulting from the variation of $V_{\mathrm{I}}$ as a secondary condition. With its help $V_{\mathbf{x}}$ may be expressed as a function of $\psi$ and $\psi^{*}$. Since the equation obtained by varying $V_{\mathrm{I}}$ is $\nabla^{2} V_{\mathrm{I}}=4 \pi e \psi^{*} \psi, V_{\mathrm{I}}$ is given in terms of $\psi$ and $\psi^{*}$ by the well-known solution of this equation:

$$
\begin{equation*}
V(P)=-e \int G\left(P P^{\prime}\right) \psi^{*}\left(P^{\prime}\right) \psi\left(P^{\prime}\right) d v_{P^{\prime}} \tag{II7}
\end{equation*}
$$

where $G\left(P P^{\prime}\right)$ is the Green's function (in general, simply $I / r_{P P^{\prime}}$ ) of the region in which the waves occur. On substituting this in the Lagrangian (ir6) the result is, after a slight modification involving again the addition of total derivatives,

$$
\left.\begin{array}{rl}
L= & -\frac{h^{2}}{8 \pi^{2} \mu} \nabla \psi^{*} \cdot \nabla \psi-\frac{h}{2 \pi i} \frac{\partial \psi}{\partial t} \psi^{*}-e V_{0} \psi^{*} \psi  \tag{II8}\\
& -\frac{e^{2}}{2} \int d v_{P^{\prime}} \psi^{*}(P) \psi(P) \psi^{*}\left(P^{\prime}\right) \psi\left(P^{\prime}\right) G\left(P P^{\prime}\right) .
\end{array}\right\}
$$

The momentum conjugate to $\psi$ is [cf. eq. (IO4)]

$$
\mathrm{m}=\frac{\partial L}{\partial \dot{\psi}}=-\frac{h}{2 \pi i} \psi^{*},
$$

and consequently the Hamiltonian is

$$
H=-\frac{h}{2 \pi i} \psi^{*} \frac{\partial \psi}{\partial t}-L
$$

giving

$$
\left.\begin{array}{rl}
\bar{H}= & \int d v\left[\frac{h^{2}}{8 \pi^{2} \mu} \nabla \psi^{*} \cdot \nabla \psi-e V_{0} \psi^{*} \psi\right]  \tag{II9}\\
& +\frac{e^{2}}{2} \iint d v_{P} d v_{P^{\prime}} G\left(P P^{\prime}\right) \psi^{*}(P) \psi(P) \psi^{*}\left(P^{\prime}\right) \psi\left(P^{\prime}\right) \cdot
\end{array}\right\}
$$

From this classical Hamiltonian form the transition to quantum theory may be made as in $\S 9$, by introducing the exchange relations

$$
\left.\begin{array}{l}
\psi(P) \psi^{*}\left(P^{\prime}\right)-\psi^{*}\left(P^{\prime}\right) \psi(P)=\delta\left(P-P^{\prime}\right), \\
\psi(P) \psi\left(P^{\prime}\right)-\psi\left(P^{\prime}\right) \psi(P)=0, \\
\psi^{*}(P) \psi^{*}\left(P^{\prime}\right)-\psi^{*}\left(P^{\prime}\right) \psi^{*}(P)=0 .
\end{array}\right\}(\mathrm{r} 20)
$$

The Hamiltonian may again be taken over from the expression (IIg) of the classical theory. However, the order of factors, which is now of importance, is not determined in this way; in fact, the correct form, in so far as it involves the order of factors, can only be determined empirically. It has been found by Jordan and Klein ${ }^{\text {r }}$ that the proper Hamiltonian for matter waves is

$$
\left.\begin{array}{rl}
\bar{H}= & \int d v\left[\frac{h^{2}}{8 \pi^{2} \mu} \nabla \psi^{*} \cdot \nabla \psi-e V_{0} \psi^{*} \psi\right] \\
& +\frac{e^{2}}{2} \iint d v_{P} d v_{P^{\prime}} G\left(P P^{\prime}\right) \psi^{*}(P) \psi^{*}\left(P^{\prime}\right) \psi(P) \psi\left(P^{\prime}\right) . \tag{I2I}
\end{array}\right\}
$$

It should be remarked that the definition of $\psi^{*}$ as the conjugate of $\psi$ requires some modification when $\psi$ is a $q$-number. If $\psi$ is given as a function of Hermitian ma-

[^48]trices, then $\psi^{*}$ is obtained from it by replacing $i$ by $-i$ and also interchanging the order of factors, e.g.,
$$
(p q)^{*}=q^{*} p^{*} .
$$

In this quantum theory of matter waves the total charge

$$
-e \int d v \psi^{*} \psi
$$

is again a constant in time, as is most readily proved by showing that it commutes with $\bar{H}$. As must also be the case, its characteristic values are integral multiples of $-e$. This may be shown in the following manner. As in § 9, if we put

$$
\left.\begin{array}{c}
\psi=\sum_{r} a_{r} u_{r}(P), \quad \psi^{*}=\sum_{r} a_{r}^{*} u_{r}(P)  \tag{I22}\\
\int u_{r} u_{s} d v=\delta_{r s},
\end{array}\right\}
$$

the $a_{r}$ and $a_{r}^{*}$ satisfy the exchange relations

$$
\left.\begin{array}{rl}
a_{r} a_{s}^{*}-a_{s}^{*} a_{r} & =\delta_{r s},  \tag{I23}\\
a_{r} a_{s}-a_{s} a_{r} & =0, \\
a_{r}^{*} a_{s}^{*}-a_{s}^{*} a_{r}^{*} & =0,
\end{array}\right\}
$$

analogous to equations (II4). The foregoing exchange relations may be satisfied by setting

$$
\begin{equation*}
a_{r}=e^{-\frac{2 \pi i}{h} \theta_{r}} N_{r}^{\frac{1}{2}}, \quad a_{r}^{*}=N_{r}^{\frac{1}{2}} e^{2 \pi i} \theta_{r} \tag{124}
\end{equation*}
$$

provided $N_{r}$ and $\theta_{r}$ are Hermitian operators satisfying the exchange relations

$$
\theta_{r} N_{s}-N_{s} \theta_{r}=\delta_{r s} .
$$
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It is then possible to prove that

$$
\begin{equation*}
e^{-2 \pi i}{ }_{h}^{2} \theta_{r} f\left(N_{r}\right)=f\left(N_{r}+\mathrm{I}\right) e^{-\frac{2 \pi i}{h} \theta_{r}}, \tag{125}
\end{equation*}
$$

and that the characteristic values of the $N_{r}$ are positive integers. It then follows from equation (122) that

$$
\begin{aligned}
e \int d v \psi^{*} \psi & =e \int d v \sum_{r, s} a_{r}^{*} a_{s} u_{r} u_{s} \\
& =e \sum_{r, s} a_{r}^{*} a_{s}=e \sum_{r} N_{r} .
\end{aligned}
$$

The quantum theory of matter waves thus accounts for the existence of the electron. At the same time it is evident that the Hartree "quantum conditions" 93) are the analogue, in the sense of the correspondence principle, of the exchange relations ( 123 ). Since $\Sigma N_{r}$ is a constant of integration of the equations of motion it is possible to consider separately those stationary states for which this quantity has the numerical value $N$. (It may be remarked that $\Sigma N_{r}$ is a constant even when $V_{0}$ depends on the time.) It has been shown by Jordan and Klein (cf. § II) $)^{x}$ that the solutions of the wave problem with Hamiltonian (IIg) for which this condition is fulfilled are mathematically and physically equivalent to the solutions of the $N$-electron problem of the corpuscular theory, i.e., to the solutions of the Schrödinger equation (47). However, they do not correspond to all the solutions of this equation but only to those of the possible solutions in which the transformation function $\psi$ is symmetric in the

[^49]co-ordinates of the electrons. These solutions themselves form a closed term system, namely, that one for which the Bose-Einstein statistics is valid. The quantum theory of matter waves [especially the exchange relations (III)] thus requires the Bose-Einstein statistics for the corresponding particle picture.

The exchange relations (ini) are, however, only one possibility out of many. Another equally justifiable set is obtained by changing the minus sign into a plus sign, so that the wave functions satisfy the equations

$$
\left.\begin{array}{l}
\psi(P) \psi^{*}\left(P^{\prime}\right)+\psi^{*}\left(P^{\prime}\right) \psi(P)=\delta\left(P-P^{\prime}\right),  \tag{I26}\\
\psi(P) \psi\left(P^{\prime}\right)+\psi\left(P^{\prime}\right) \psi(P)=0, \\
\psi^{*}(P) \psi^{*}\left(P^{\prime}\right)+\psi^{*}\left(P^{\prime}\right) \psi^{*}(P)=0 .
\end{array}\right\}
$$

According to Jordan and Wigner, ${ }^{\text {, }}$ the quantum theory of waves based on these exchange relations is equivalent to the antisymmetric solutions of the Schrodinger equation; that is, these relations lead to the Pauli exclusion principle and the corresponding Fermi-Dirac statistics.
> § II. PROOF OF THE MATHEMATICAL EQUIVALENCE
> OF THE QUANTUM THEORY OF PARTICLES AND OF WAVES

The problem of quantum theory centers on the fact that the particle picture and the wave picture are merely two different aspects of one and the same physical reality. Although this is a problem of purely physical nature it is satisfying to find a counterpart to this duality in the

[^50]
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mathematical apparatus of the theory. The analogy consists in the fact that one and the same set of mathematical equations can be interpreted at will in terms of either picture.

The proof of this assertion may be made perfectly general without regard to the particular form of Hamiltonian considered. The Schrodinger equation of the particle picture for $N$ equivalent particles may be written

$$
\begin{equation*}
\left\{\sum_{n=1}^{N} O^{n}+\sum_{n>m}^{N} O^{n m}+\cdots+\frac{h}{2 \pi i} \partial t\right\} \varphi\left(x_{1}, \ldots, x_{N}\right)=0 \tag{I27}
\end{equation*}
$$

where $O^{n}$ is an operator acting only on the space coordinates $x_{n}$ of the $n$th particle, and $O^{n m}$ one acting on the co-ordinates of both the $n$th and $m$ th. Furthermore, it may be assumed that a certain system of orthogonal functions $u_{r}(x)$ has been found, in terms of which all functions in 3 -space satisfying the boundary conditions can be expanded; it will then be possible to expand $\varphi\left(x_{\mathrm{I}}, \ldots, x_{N}\right)$ in terms of products of these functions:

$$
\begin{equation*}
,\left(x_{\mathrm{I}}, \ldots, x_{N}\right)=\sum_{r_{\mathrm{z}}} b\left(r_{r_{\mathrm{t}}}, \ldots, r_{N}, t\right) u_{r_{\mathrm{s}}}\left(x_{\mathrm{I}}\right) \ldots u_{r_{N}}\left(x_{N}\right) \tag{I28}
\end{equation*}
$$

The quantities $\left|b\left(r_{x} \ldots r_{N}, t\right)\right|^{2}$ may be regarded as determining the probability that the particle I is in the $\boldsymbol{r}_{\mathrm{r}^{-}}$ state, particle 2 in the $r_{2}$-state, etc. If this expression for $\varphi$ be substituted in equation ( ${ }^{27}$ ), the result multiplied by $u_{s_{1}}\left(x_{\mathrm{I}}\right) u_{s_{2}}\left(x_{2}\right) \ldots u_{s_{N}}\left(x_{N}\right)$ and then integrated over
$x_{1}, x_{2}, \ldots, x_{N}$ there results the following differential equation for the $b$ 's:

$$
\left.\begin{array}{rl}
\circ= & \frac{h}{2 \pi i} \frac{\partial}{\partial t} b\left(s_{1}, s_{2}, \ldots, s_{N}, t\right) \\
& +\sum_{n} \sum_{r_{m}} O_{s_{n} r_{m}}^{n} b\left(s_{I} \ldots r_{m} \ldots s_{N}\right)  \tag{129}\\
& +\sum_{n>m} \sum_{r n r_{m}} O_{s_{n} s_{m} ; r_{n} r_{m}}^{n_{m}} b\left(s_{1} \ldots r_{n} \ldots r_{m} \ldots s_{N}\right)+\cdots
\end{array}\right\}
$$

Use has here been made of the orthogonality relations for the $u_{r}(x)$ and the quantities

$$
\begin{aligned}
O_{s_{n} r_{n}}^{n} & =\int u_{s_{n}} O_{u_{r_{n}}} d v_{n}, \\
O_{s_{n} s_{m} ;}^{n m} r_{n} r_{m} & =\iint u_{s_{n}} u_{s_{m}} O^{n m} u_{r_{n}} u_{r_{m}} d v_{n} d v_{m},
\end{aligned}
$$

are the elements of the matrices representing the corresponding operators in the co-ordinate system characterized by the functions $u_{r}(x)$. Because of the symmetry of the Hamiltonian in the co-ordinates of the particles, the numerical values of the matrix elements depend only on the indices $r$ and $s$, and not explicitly on $n$ and $m$. In the case of the Bose-Einstein statistics the $b\left(s_{1} \ldots s_{N}\right)$ are symmetric in the quantum numbers of the particles, so that they can also be expressed as functions of the number $N_{r}$ of particles in the $r$ th state. Since the a priori probability of finding $N_{\mathrm{r}}$ particles in the first state, $N_{2}$ in the second, etc., is then given by $Z^{2}=N!/\left(N_{\mathrm{I}}!N_{2}!\ldots\right.$ ), it is convenient to define the quantity

$$
\begin{equation*}
b\left(N_{1}, N_{2} \ldots\right)=Z b\left(r_{1}, r_{2}, \ldots, r_{N}\right) \tag{r30}
\end{equation*}
$$

The operators $e^{-\frac{2 \pi i}{h} \theta_{r}}$ of equation (I25) which change $N_{r}$ to $N_{r}+I$ are useful here; with their aid equation (I29) may be written

$$
\begin{aligned}
& 0=\left\{\frac{h}{2 \pi i} \frac{\partial}{\partial t}+\sum_{s, r} N_{s} O_{s r} e^{\frac{2 \pi i}{h}\left(\theta_{s}-\theta_{r}\right)}\right. \\
&+\frac{1}{2} \sum_{s s^{\prime}, r^{\prime}} N_{s}\left(N_{s^{\prime}}-\delta_{s s^{\prime}}\right) O_{s s^{\prime}, r r^{\prime}} e^{\frac{2 \pi i}{h}\left(\theta_{s}+\theta_{s^{\prime}}-\theta_{r}-\theta_{r^{\prime}}\right)} \\
&+\ldots\} \frac{\mathrm{x}}{Z} b\left(N_{r}, N_{2}, \ldots\right)
\end{aligned}
$$

On multiplying this equation from the left by $Z$ and commuting $I / Z$ to the left equation (125) yields

$$
\begin{align*}
\mathrm{o}= & \left\{\frac{h}{2 \pi i} \frac{\partial}{\partial t}+\sum_{s, r} N_{s}^{\frac{1}{2}}\left(N_{s}-\delta_{r s}+\mathrm{r}\right)^{\frac{3}{2}} O_{s r} e^{\frac{2 \pi \imath}{h}\left(\theta_{s}-\theta_{r}\right)}\right. \\
& +\frac{1}{2} \sum_{s s^{\prime} ; r^{\prime}} N_{s}^{\frac{2}{2}}\left(N_{s^{\prime}}-\delta_{s s^{\prime}}\right)^{\frac{1}{2}}\left(N_{r}+\mathrm{I}-\delta_{r s}-\delta_{r s^{\prime}}\right)^{\frac{1}{2}}  \tag{I3I}\\
& \left.\left(N_{r^{\prime}}+\mathrm{I}+\delta_{r r^{\prime}}-\delta_{r^{\prime} s}-\delta_{r^{\prime} s^{\prime}}\right)^{\frac{1}{2}} \cdot e^{\frac{2 \pi \imath}{h}\left(\theta_{s}+\theta_{s^{\prime}}-\theta_{r}-\theta_{r^{\prime}}\right)}\right\} \\
& \cdot b\left(N_{\mathrm{r}}, N_{2}, \ldots\right) .
\end{align*}
$$

We turn now to the corresponding problem expressed in the wave theory; the Hamiltonian corresponding to (127) is then

$$
\bar{H}=\int d v_{P} \psi_{P}^{*} O^{P} \psi_{P^{\prime}}+\frac{1}{2} \iint d v_{P} d v_{P^{\prime}} \psi_{P^{\prime}}^{*} \psi_{P}^{*} O^{P^{\prime} P} \psi_{P^{\prime}} \psi_{P}+\cdots
$$

By (122) this may also be written

$$
\bar{H}=\sum_{s, r} a_{s}^{*} a_{r} O_{s r}+\frac{1}{2} \sum_{s s^{\prime}, r r^{\prime}} a_{s}^{*} a_{s^{\prime}}^{*} a_{r} a_{r^{\prime}} O_{s s^{\prime}, r r^{\prime}}+\cdots
$$

Then on substituting equations ( 124 ) in the equation

$$
\bar{H} S+\frac{h}{2 \pi i} \frac{\partial S}{\partial t}=0,
$$

we obtain

$$
\begin{aligned}
\circ= & \left\{\frac{h}{2 \pi i} \frac{\partial}{\partial t}+\sum_{s, r} N_{s}^{\frac{1}{s}} O_{s r} e^{\frac{2 \pi i}{h}\left(\theta_{s}-\theta_{r}\right)} N_{r}^{\frac{1}{2}}\right. \\
& +\frac{1}{2} \sum_{s s^{\prime}, r r^{\prime}} N_{s}^{\frac{2}{2}} e^{\frac{2 \pi i}{h}} \theta_{s^{\prime}} O_{s s^{\prime} ; r r^{\prime}} e^{\frac{2 \pi i}{h} \theta_{r}} N_{r}^{\frac{1}{2}} e^{-\frac{2 \pi i}{h} \theta_{r^{\prime}}} N_{r}^{\frac{1}{2}} \\
& +\cdots\} S\left(N_{\mathrm{x}}, N_{2}, \ldots . .\right) .
\end{aligned}
$$

Commutation of the operators $e^{\frac{2 \pi i}{h} \theta}$ to the right gives

$$
\left.\begin{array}{rl}
0= & \left\{\frac{h}{2 \pi i} \frac{\partial}{\partial t}+N_{s}^{\frac{1}{s}}\left(N_{r}-\delta_{s r}+\mathrm{r}\right)^{\frac{1}{2}} O_{s r} e^{\frac{2 \pi i}{h}\left(\theta_{s}-\theta_{r}\right)}\right. \\
+\frac{1}{2} \sum_{s s^{\prime} ; r r^{\prime}} N_{s^{\frac{1}{3}}\left(N_{s^{\prime}}-\delta_{s s^{\prime}}\right)^{\frac{1}{2}}\left(N_{r}+\mathrm{I}-\delta_{r s^{\prime}}-\delta_{r s}\right)^{\frac{1}{3}}} & \left(N_{r^{\prime}}+\mathrm{I}+\delta_{r r^{\prime}}-\delta_{r^{\prime} s}-\delta_{\left.r^{\prime} s^{\frac{1}{2}}\right)^{\frac{2}{2}} e^{\frac{2 \pi i}{h}}\left(\theta_{s}+\theta_{s^{\prime}}-\theta_{r}-\theta_{r^{\prime}}\right)}\right\} S . \tag{I32}
\end{array}\right\}
$$

This equation is identical with equation (13r), and the mathematical equivalence of the particle and wave pictures has therefore been proved. A similar proof may be given in the case of the Pauli exclusion principle and the exchange relations ( 126 ).

Although the classical theories of the corpuscular and wave pictures are so entirely different, both physically and mathematically, the quantum theories of the two are identical.

## 182 PRINCIPLES OF QUANTUM THEORY

## § I2. APPLICATION TO THE THEORY OF RADIATION ${ }^{\mathrm{T}}$

It will be recalled that the Maxwell equations, which govern the classical wave theory of radiation, can be derived by variation of the potentials in the Lagrangian

$$
L={ }_{8 \pi}^{\mathrm{I}}\left(E^{2}-H^{2}\right)+\sum_{a=1}^{4} \Phi_{a} S_{a} .
$$

The $s_{a}(\alpha=1,2,3,4)$ are the components of the 4-current density, the $\Phi_{a}$ the 4-potentials ( $\Phi_{4}=i \Phi_{0}, x_{4}=i c t$ ); hence the Lagrangian becomes, when written explicitly in terms of the potentials,

$$
\left.\begin{array}{rl}
L=\frac{I}{8 \pi}\left[\sum_{i}\left(\frac{\mathrm{I}}{c} \frac{\partial \Phi_{2}}{\partial t}+\frac{\partial \Phi_{0}}{\partial x_{2}}\right)^{2}-\sum_{i>k}\left(\frac{\partial \Phi_{2}}{\partial x_{k}}-\frac{\partial \Phi_{k}}{\partial x_{2}}\right)^{2}\right] \\
& +\sum_{a} \Phi_{a, ~} \cdot
\end{array}\right\} \text { (I33) }
$$

(In this and the following equations Latin indices run from I to 3 , Greek indices from I to 4 .)

The momentum conjugate to $\Phi_{2}$ is, by (104),

$$
\begin{equation*}
\Pi_{i}=\frac{\partial L}{\partial \dot{\Phi}_{i}}=\frac{I}{4 \pi c}\left(\frac{\mathrm{I}}{c} \frac{\partial \Phi_{2}}{\partial t}+\frac{\partial \Phi_{0}}{\partial x_{i}}\right)=\frac{\mathrm{I}}{4 \pi c} E_{2} . \tag{I34}
\end{equation*}
$$

Since the Bose-Einstein statistics applies to light quanta, the proper exchange relations are

$$
E_{\imath}(P) \Phi_{a}\left(P^{\prime}\right)-\Phi_{a}\left(P^{\prime}\right) E_{\imath}(P)=-2 h c i \delta\left(P-P^{\prime}\right) \delta_{\imath a},
$$

[^51]which give on differentiating
\[

\left.$$
\begin{array}{l}
E_{\imath}(P) E_{k}\left(P^{\prime}\right)-E_{k}\left(P^{\prime}\right) E_{\imath}(P)=0, \\
H_{\imath}(P) H_{k}\left(P^{\prime}\right)-H_{h}\left(P^{\prime}\right) H_{\imath}(P)=0, \\
E_{\imath}(P) H_{h}\left(P^{\prime}\right)-H_{k}\left(P^{\prime}\right) H_{\imath}(P)=-2 h c i \frac{\partial \delta\left(P-P^{\prime}\right)}{\partial x_{j}},
\end{array}
$$\right\}(\mathrm{I} 35)
\]

where $i, j, k$ is any cyclic permutation of $\mathrm{x}, 2,3$.
A difficulty arises from the circumstance that $\Phi_{0}$ does not occur in the Lagrangian; this affects, however, only the exchange relations between potentials and field components, and not the exchange relations ( 135 ).

If the $\Phi_{a}$ be developed in a set of suitably chosen orthogonal functions (e.g., standing waves in an inclosure), then the energy content of a vibration of frequency $\nu$ becomes an integral multiple of $h \nu$. Dirac ${ }^{1}$ has shown that this makes it possible to consider the number of light quanta in each state as the variables of the system; this constitutes the link with the particle picture.

[^52]
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